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and other parameters, such as density, thickness, and color, 

are changed via the computer for the second and subse-

quent layers. After many, many layers, the final product 

looks like a product that we recognize as, say, a whistle, a 

wrench, a bolt, or other part to be connected with other 

parts making up a larger entity. 

 

A couple of decades ago, 3D printing was called rapid 

prototyping. After the conceptual design of a product, a 

“blueprint” was used to build a working version of the 

product—a prototype—for testing. If the tests went well, 

the product went into mass production. Today, with the 

precision and repeatability that computers provide, the in-

dustrial production of products has been given the name of 

additive manufacturing—basically just the process of add-

ing materials together to make something. And, yes, there is 

also subtractive manufacturing, where machining processes 

remove material in order to end with a particular shape. 3D 

printing, though widespread, still deals with smaller prod-

ucts. But as the processes and the development of industrial

-size printers advance, so too will the range of products, 

including foods, that we’ll see. 

 

In the article featured here (3D Food Printing Insights 

and Opportunities: A Capstone Design Case Study, p.19), 

preliminary research was conducted by an interdisciplinary 

capstone design team of mechanical and electrical engi-

neering students at California State University Fullerton 

(CSUF). The team was broadly tasked with reverse engi-

neering and manufacturing a 3D food printer. 

No, neither the hamburger nor the steak actually came 

out of a printer. And as a vegetarian, I’m happy to wait a 

few more years for such foods to come hot-n-ready out of 

my kitchen printer. The pizza and chocolate-bedazzled lay-

ered crisp, on the other hand, I’m ready to start working on 

tonight! 

Step 1: Insert extrusion material into your 3D printer. 

Step 2: From the touchscreen menu, choose what food you 

want to create. 

Step 3: Press the start button! 

 

Ok, I guess that might be something of an exaggeration, 

but the process of printing your next meal goes something 

like that. When I first heard about 3D food printing, I turned 

up my nose at the idea and thought, “uggg, I wouldn’t eat 

that”! And if you take a 

look at the goo that is typi-

cally found in the supply 

tubes or hoses feeding the 

process, you’ll likely have 

the same reaction. But im-

agine for a second how 

many of our most common 

foods are made: breakfast 

cereals, cheese, cakes, cookies, pasta; pretty much all of our 

processed foods. They probably are in a slurry state at one 

point or another in the processing cycle, yet magically take 

shape before being packaged and sold. Or how about Star 

Trek—the original, with Captain James T. Kirk? Remember 

the replicator? Just choose what you want to eat or drink 

and in seconds it magically comes out. Hmmm, just like my 

three-step process above! My point is that while we may not 

like seeing our formless food in a syringe, it can be made to 

“come out the other end” with a form, shape, and texture 

that we know and love. 

 

So who does like this idea? Well, a consumer tech con-

tributor at Forbes says that projections for The 3D food 

printing market are that it will reach over $500 million by 

2023. Is that a lot? And NASA, always a good gauge for 

cutting-edge technology, is also funding research on 3D 

food printing in space for long missions. Others are looking 

at bringing the technology to underdeveloped regions and 

countries. And, yes, the military is looking at it, too. 

 

For most of us, 3D printing of food is a new phenomenon; 

perhaps even 3D printing of anything. Everyone, however, 

is familiar with 2D printing—put paper in your printer, hit 

print on your computer, and the machine sprays ink on the 

paper in a manner that makes it seem like there’s an intelli-

gent pattern in the final product: A page full of delicate 

prose or a picture of your children. 3D printing is similar in 

that a material of some sort (instead of ink) is sprayed onto 

a solid platform (instead of a piece of paper). After the ma-

terial has a chance to dry or solidify, another layer is 

sprayed on top of the first, and so on. Only now, the shape 

IN THIS ISSUE (P.19):  3D FOOD PRINTING 
Philip Weinsier, IJERI Manuscript Editor 
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A VARIABLE-SPEED TURNTABLE FOR  

ACCELEROMETER PERFORMANCE TESTING 
——————————————————————————————————————————————–———— 

Dale H. Litwhiler, Pennsylvania State University, Berks 

erometers to be tested with +1g and -1g accelerations simp-

ly by changing their orientation with respect to the earth’s 

gravitational field. This method allows for calibration of 

very low-g accelerometers to determine the zero-g offset 

and the static sensitivity of a particular device in one to 

three dimensions (Freescale, 2015). 

 

To explore the static performance of higher-g accelerome-

ters, a means for producing higher levels of constant accel-

eration is required. Equation 1 (Halliday & Resnick, 1981) 

describes a platform rotating in the horizontal plane at a 

constant rotational speed, ω, that can be used to produce the 

desired constant acceleration, a, when the DUT is located at 

a fixed radius, R, from the center of rotation. The accelera-

tion produced by the rotating platform is the centripetal ac-

celeration and is directed radially. 

 

a = Rω2                                       (1) 

 

To transfer power and measurement signals to and from 

the DUT, a means of crossing the stationary to rotating parts 

must be used. Historically, slip rings were used for this pur-

pose (Levy, McPherson, & Hobbs, 1948). Modern systems 

typically employ batteries on the rotating part to power the 

measurement system and DUT. Wireless methods, such as 

infrared/visible light and radio signals, are used to transmit 

the measurement data from the rotating to stationary equip-

ment. The turntable system described here was originally 

constructed in a rather crude manner using a thin aluminum 

disc bolted to the shaft of a small 3-phase induction motor. 

The motor was fastened to a plywood base and driven by a 

variable frequency drive (VFD) unit to allow the motor’s 

speed to be varied. The motor and VFD were part of a ven-

dor demonstration setup that was donated to the college. 

Figure 1 shows a photograph of the original system. 

 

  Despite its simplistic design, the original turntable was 

effective for testing MEMS accelerometers in an engineer-

ing laboratory setting. A 9V battery and 5V regulator 

mounted near the center of the disc were used to power a 

PIC microcontroller and the DUT. The DUT was mounted 

at a carefully measured radius near the edge of the turntable. 

The microcontroller averaged several samples and transmit-

ted the result via its serial port and an infrared LED. A pho-

totransistor circuit connected to the serial port on a bench 

PC received the transmitted signal. LabVIEW software con-

verted and displayed the serial data.  

Abstract 
 

To test the static performance of MEMS accelerometers 

in an academic laboratory environment, a means of produc-

ing a constant acceleration is required. One method of pro-

ducing a constant acceleration is with a horizontally rotating 

turntable with a constant rotational speed. With the device-

under-test (DUT) mounted in a fixed orientation and radius 

from the center of the turntable, the centripetal acceleration 

experienced by the DUT can be established. The accelera-

tion can then be adjusted by controlling the turntable’s 

speed of rotation. Wireless techniques are used to transmit 

the measured data from the rotating surface to a stationary 

data acquisition system. In this paper, the author presents 

the design and application of a custom variable-speed turn-

table for use in an academic laboratory for the testing and 

demonstration of various types of accelerometers. The de-

sign of a custom battery-powered wireless data acquisition 

system to interface with the DUT is also presented. The 

turntable design includes many safety features that are nec-

essary for this type of rotating apparatus. LabVIEW soft-

ware, for the formatting and display of the data received 

from the rotating data acquisition system, we well as accel-

erometer application examples and testing results are also 

presented and discussed.  

 

Introduction and Motivation 
 

Solid-state microelectromechanical system (MEMS) ac-

celerometers are ubiquitous in modern consumer products. 

Among their many applications, they control the orientation 

of cell phone displays, monitor the vibration of home appli-

ances, and deploy vehicle airbags in the event of a collision 

(Weinberg, 2009; Doebelin, 2004). In an engineering aca-

demic environment, the study of accelerometers is essential 

to understanding the operation of many modern systems. 

The concepts employed in the measurement of acceleration 

are well covered in engineering mechanics courses, but to 

demonstrate their operation, a suitable testing apparatus is 

required. 

 

As part of a junior-level instrumentation and measure-

ment course in a BSME program, accelerometers are stud-

ied. Laboratory exercises involve the use very low-g MEMS 

accelerometers (typically less than 3g) as inclinometers (tilt 

sensors). This type of static application allows the accel-

 ——————————————————————————————————————————————————
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Figure 1. Photographs of original turntable and portable VFD. 

 

The rotational speed of the spinning disc was controlled 

by the VFD and measured with a strobe light tachometer. 

The centripetal acceleration experienced by the DUT could 

be determined using the measured mounting radius and ro-

tational speed together with Equation 1. To obtain data for 

negative accelerations, the disc was stopped, the DUT was 

rotated 180° and remounted, and the disc was spun-up again 

to the desired speeds. Although the crude system was effec-

tive for making measurements, it sorely lacked any kind of 

safety provisions that would make it useful, except for care-

fully controlled demonstration purposes. The thin disc was 

susceptible to bending if not carefully handled and stored. It 

was also not capable of carrying heavier DUT loads without 

flexing. Therefore, a safer, more robust design was needed. 

Figure 2 shows photographs of the redesigned turntable. 

 

Figure 2. Photographs of redesigned turntable, top and bottom. 

 

System Design 
 

Turntable and Control Electronics 
 

Figure 3 shows a block diagram of the new turntable con-

trol and drive system. Based on experience with the original 

design, a new turntable was designed and built with several 

improvements: 



——————————————————————————————————————————————–———— 

 A thicker aluminum platter to resist bending (a heavi-

er disc would also serve as a better flywheel to help 

maintain a more constant rotational speed) 

 Clear, shatter-resistant safety cover with interlocks to 

remove motor power when the cover is lifted 

 Sturdy motor mounting enclosure 

 Emergency stop button 

 Braking system to quickly stop the turntable 

 Battery-powered measurement system with a wire-

less radio data link 

 Over-speed shutdown 

 Optical encoder for turntable speed measurement 

 Reference accelerometer for comparison measure-

ments 

 Operational status controls and indictors 

Figure 3. Turntable control and drive system block diagram. 

 

A turntable diameter of 12 inches was chosen for this 

application. Small DUTs could be mounted at a radius of 

five inches, which allowed accelerations of 40g to be pro-

duced at about 530 RPM. This speed is easily obtained with 

a small 3-phase motor and VFD. The turntable was ma-

chined from 0.375"-thick aluminum in the campus machine 

shop. This thickness allowed tapped holes to be included for 

mounting the DUTs and measurement system components. 

A standard flange was used to mount the platter to the motor 

shaft. Figure 4 shows a partial assembly drawing of the 

turntable motor shaft apparatus. 

Figure 4. Assembly drawing detail showing shaft-mounted optical 

encoder. 

 

Although the original turntable motor was adequate for 

the application, a new motor was purchased that had a 

slightly thicker shaft and provided mounting holes at the 

end rather than on the side of the motor. Figure 2 shows 

how this would allow the motor to be simply mounted verti-

cally in a sturdy 17"x 15"x 6" aluminum chassis. A 1/8 

horsepower, 3-phase, 220/230 VAC induction motor manu-

factured by Oriental Motor was used. The original, vendor-

donated, Allen-Bradley VFD was repurposed to drive the 

new motor. Figure 1 also shows how it was housed in a rug-

ged tote case. A 0.25"-thick clear polycarbonate lid provid-

ed protection from any flying objects, while still allowing 

full visibility of the turntable area. The lid was hinged at the 

back edge and equipped with a magnetic reed switch at the 

front edge to indicate when the lid is open (open switch) or 

closed (closed switch). Figure 2 also shows the emergency-

stop (E-stop) “mushroom” switch mounted on the front of 

the system enclosure. The E-stop is set (open switch) by 

simply pressing the mushroom and is reset (closed switch) 

by twisting the mushroom. The reed switch and E-stop were 

wired in series, such that the lid must be closed and the       

E-stop switch must be reset to allow power to be applied to 

the 3-phase contactor coil, which controls the turntable 

drive motor regardless of any other control signals from the 

system’s microcontroller.  

 

A microcontroller was used to provide additional safety 

functions. The 3-phase relay coil is energized via a power 

MOSFET device controlled by the microcontroller. Another 

power MOSFET is used to drive a solenoid, which applies 

the friction brake to quickly stop the turntable. Figure 2 

further shows how the 3-phase relay and the control circuit 

board were mounted to a DIN rail within the chassis. The 

control system microcontroller software is easily updated 

via the programming header provided on the PCB. Figure 5 

shows how the friction braking mechanism was mounted 

beneath the turntable. When the braking solenoid is ener-

gized, it pulls the plunger down, which pushes the brake pad 

up against the bottom of the platter at a radius of about three 

inches. The underside of the platter is kept clear with no 

obstructions at this radius. The braking friction can be 

changed by adjusting the height of the threaded fulcrum 

post.  

Figure 5. Assembly drawing detail showing friction brake 

mechanism. 

 

Braking action is controlled by energizing the brake sole-

noid for a fixed time interval that is set in the microcontrol-

ler software. A braking interval of five seconds was found 

to work well for rotational speeds up to 531 PRM, which 

——————————————————————————————————————————————–———— 
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Measurement System 
 

As previously shown in Figure 2, the measurement sys-

tem is battery powered and mounted at the center of the 

rotating turntable. The nominal 6V battery voltage is pro-

duced by four AA alkaline cells. A low-dropout (LDO) 5V 

regulator provides the voltage used by the PIC microcon-

troller, which performs the 10-bit analog-to-digital (A2D) 

conversions of the DUT output signal(s). The 5V LDO also 

powers the DUT, as needed. A separate 3.3V regulator pro-

duces the supply voltage for the XBee wireless transceiver, 

which is used to transmit the measured data from the turnta-

ble-mounted measurement system to the stationary comput-

er. The XBee XB24-ACI-001 device was used in the turnta-

ble system. This device is now obsolete and has been re-

placed by a similar device, XB24-AWI-001 (Digi, XBee, 

n.d.). Figure 7 shows a block diagram of the measurement 

system, while Figure 8 shows a photograph of the system 

with the lid removed and flipped. As can also be seen in 

Figure 8, the bulk of the electronics are mounted on the un-

derside of the lid. 

Figure 7. Turntable-mounted measurement system block diagram. 

Figure 8. De-lidded turntable-mounted measurement system. 

 

The measurement system microcontroller performs a     

10-bit A2D conversion on each DUT output voltage, the 

reference accelerometer output voltage, and the 5V regula-

tor output voltage (through a resistive voltage divider cir-

produces 40g at a radius of five inches. The main purpose of 

the brake is to quickly stop the turntable if the lid is lifted or 

the E-stop button is pressed. Another benefit of the brake is 

to minimize the wait time until the DUTs and measurement 

system hardware can be accessed at the end of a test cycle. 

 

Figure 5 also shows how the turntable speed is measured 

with an optical encoder wheel mounted to the motor shaft. 

The encoder wheel was designed and 3D printed with the 

help of an undergraduate mechanical engineering student. 

The encoder wheel was five inches in diameter, 1/16"-thick 

ABS plastic, and contained 120 slits near the outer edge. 

The wheel was mounted to the motor shaft using a standard 

shaft collar arrangement. With 120 slits, the frequency of 

output pulses of the associated photo-interrupter was numer-

ically equal to twice the speed of the motor in revolutions 

per minute, as described by Equation 2: 

 
 

             (2) 
 
 

The embedded microcontroller’s software served as a 

state-machine that implements the state diagram shown in 

Figure 6. The primary function of the microcontroller is to 

ensure safe operation of the turntable. As previously de-

scribed, the safety lid and E-stop switches can independent-

ly de-energize the 3-phase relay. The microcontroller, how-

ever, will not allow the relay to be re-energized until both of 

these switches are closed and the Go/Arm button has been 

pressed. A timed braking interval is also applied by the mi-

crocontroller upon either opening of the safety lid or activa-

tion of the E-stop switch, and the system is returned to the 

starting point, STATE 0. 

Figure 6. State diagram of embedded turntable control software. 

 

The microcontroller continually measures the speed of the 

turntable by counting pulses from the optical encoder. If the 

number of pulses exceeds the programmed over-speed 

threshold, the 3-phase relay is de-energized and the braking 

interval is initiated. The system is then returned to the start-

ing point, STATE 0. The over-speed threshold is set to an 

appropriate value based on the current application of the 

turntable. 

1 2 0     1  
2 /
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cuit). Sixty-four equally spaced measurements are per-

formed on each channel during a two-second interval. The 

average value for each set of 64 measurements is computed 

and the results are sent out the serial port at 9600 baud to 

the XBee transceiver. To conserve battery energy, the mi-

crocontroller awakens the XBee just long enough to trans-

mit the measurements (about 30ms). The PIC 18F13k22 

microcontroller was programmed in C using the Microchip 

xc8 compiler and MPLAB X IDE (Microchip, 1998-2018). 

The paired XBee device receives the data burst and conveys 

it to a PC via a USB connection. Figure 9 shows how the 

LabVIEW software on the PC was used to read the data 

bytes and reassemble them into the original measured val-

ues that are then displayed. The XBee devices were pro-

grammed using the Digi XCTU application (n.d.). 

Figure 9. LabVIEW front panel for accelerometer data display. 

 

The reference accelerometer was mounted on an adjusta-

ble, threaded mechanism such that it could be precisely 

placed at a given radius on the turntable. The output voltage 

of the reference accelerometer was used to determine the 

acceleration experienced by the DUTs. A Freescale 

MMA1250 +/-5g accelerometer was used for the reference 

device.  

 

Example Applications 
 

The initial application of the turntable was to test the per-

formance of a student accelerometer design project. Me-

chanical engineering students in a third-year instrumenta-

tion and measurement course were tasked with designing 

and building a ±4g accelerometer using a load cell beam as 

the sensing element (Litwhiler, 2018). The students could 

calibrate their instruments over a ±1g range by simply 

changing the device orientation with respect to earth’s grav-

ity. However, to test the full-scale range performance of 

their designs, the turntable was used to produce the required 

4g acceleration. Figure 10 shows how two DUTs could be 

mounted and tested simultaneously. Each DUT was mount-

ed to an aluminum footplate, which was then secured to the 

turntable’s tapped mounting holes. This “personality” foot-

plate mounting technique avoided the need for drilling new 

holes in the turntable for each new application or requiring 

that each application conform to the existing turntable hole 

pattern. 

Figure 10. Two DUTs mounted to turntable and connected to a 

measurement system. 

 

The turntable rotational speed needed in order to produce 

4g acceleration at a radius of 4 inches is approximately   

188 RPM. The student project requirements stated that their 

design must tolerate an acceleration of ±6g without exceed-

ing the limits of any component. The 6g acceleration at a 

radius of 4 inches was achieved with a speed of approxi-

mately 230 RPM. At this speed, the optical encoder pro-

duced 460 pulses per second. The microcontroller used an 

aperture time of 0.1s; therefore, 46 pulses were counted at 

230 RPM. Thus, for this application, the over-speed thresh-

old was set at 46 counts. If this threshold is exceeded, the    

3-phase relay is de-energized, and the braking interval is 

commenced. 

 

The DUTs were tested at rotational speeds to produce 

nominal accelerations of 1g, 2g, 3g, and 4g at the 4-inch 

radius where the DUTs were mounted. The frequency of the 

VFD was adjusted while monitoring the output of the cali-

brated reference accelerometer to determine the actual ac-

celeration experienced by the DUTs. The turntable was then 

stopped to allow the DUTs to be rotated 180° about the       

4-inch radius mounting point, so that acceleration in the 

opposite direction could be tested. Table 1 and Figure 11 

show examples of data from this application. 

 

——————————————————————————————————————————————–———— 
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Table 1. Turntable and reference accelerometer example data. 

Figure 11. Plot of turntable test data for two student-built 

accelerometers. 

 

Another application of the turntable was for demonstra-

tion of MEMS accelerometers for engineering and engineer-

ing technology students. To increase the visual impact of 

the test system and to help students appreciate the relation-

ship between rotation and centripetal acceleration, a 40g 

accelerometer was used. The Freescale (now NXP) 

MMA2201D device mounted to a PCB was used for this 

demonstration. Figure 12 shows two DUTs mounted to pol-

ycarbonate personality plates on the turntable at a radius of 

five inches. For this application, the applied acceleration 

was determined by a rotational speed measurement without 

a reference accelerometer. 

Figure 12. MMA2201D accelerometers mounted to turntable. 

To produce a centripetal acceleration of 40g at a radius of 

5 inches, a rotational speed of 531 RPM was needed. To 

allow for this speed on the turntable, the over-speed shut-

down threshold was set to 550 rpm. This was done by 

changing the microcontroller software such that 110 counts 

during the 0.1s aperture time would initiate the power dis-

connect and braking interval. To measure the speed of rota-

tion, a Fluke model 187 DMM was used to measure the 

frequency of the optical encoder output pulses. The rotation-

al speed was adjusted via the VFD to obtain the desired 

acceleration. Table 2 shows sample data from this test. 

 
Table 2. Turntable data from tests to produce up to 40g 

acceleration. 

Uncertainty Analysis 
 

The uncertainty in the acceleration experienced by a DUT 

on the turntable can be estimated by examining Equation 1. 

The propagation of uncertainty from the measured quanti-

ties (radius and rotational speed) to the result (acceleration) 

is determined by the sensitivity of the result to each of the 

parameters. The sensitivity is found by taking the partial 

derivative of the result with respect to each measured quan-

tity. The uncertainty in each measured quantity (ur, un) is 

then weighted by their respective sensitivities. The overall 

uncertainty in the result is then found by combining the 

components in an RSS manner (Figliola & Beasley, 2015). 

Starting with Equation 1, converted to Equation 3 such that 

the radius is in inches, the rotational speed is in rpm, and the 

acceleration is in g: 

 

(3) 

 

The uncertainty in the acceleration can then be found using 

Equation 4: 

 
 

(4a) 

 

 

 

(4b) 

 

Nominal 

Accel. 

VFD 

Frequency  

Turntable 

Speed 

Calculated 

Accel. at 

4" 

Ref. 

Accel. 

Output 

Ref. 

 Accel. 

0g 0 Hz 0 RPM 0g 2.485 0.004g 

1g 4.07 Hz 94 RPM 1.004g 2.885 1.001g 

2g 4.90 Hz 133 RPM 2.009g 3.285 1.999g 

3g 5.72 Hz 163 RPM 3.018g 3.698 3.032g 

4g 6.51 Hz 188 RPM 4.014 g 4.105 4.050g 

Nominal 

Acceleration 

Required 

Nominal 

Speed 

VFD 

Frequency 

Setting 

Optical 

Encoder 

Frequency 

Resulting 

Acceleration 

at 5" Radius 

10g 265.4 9.04 Hz 530 Hz 9.97g 

20g 375.3 12.58 Hz 750 Hz 19.96g 

30g 459.7 15.29 Hz 919 Hz 29.98g 

40g 530.8 17.71 Hz 1062 Hz 40.03g 
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The uncertainty in the rotational speed of the turntable 

relates to its ability to accurately count pulses from the opti-

cal encoder during a fixed aperture time. Using a Fluke 

model 187 DMM to measure the frequency of the optical 

encoder output provided an accuracy of ±0.005% of the 

reading + 1 count (Fluke, 2002). As shown in Equation 2, 

the encoder output frequency is twice the value of the rota-

tional speed in rpm. Therefore, the uncertainty in the rota-

tional speed can be estimated to be about ±1 rpm. The un-

certainty in the measured radius relates to both the ability to 

accurately place the DUT on the turntable and the location 

of the active sensing element within the DUT (IEEE, 2009). 

For the purposes of this analysis, it was assumed that the 

DUT could be placed at a known radius to within ±0.05". 

For small surface-mount MEMS accelerometers, the pack-

age size is on the order of 0.15" square. Therefore, the un-

certainty in the location of the sensing element within the 

package is less than 0.075". Combining these uncertainties 

in an RSS manner results in ±0.09" uncertainty in the radius 

or rotation. 

 

Larger accelerometers, such as the one designed by the 

engineering students, are subject to higher uncertainty in the 

position of the center of the seismic mass that loads the 

sensing element. For this analysis, the uncertainty of the 

center of mass was assumed to be on the order of ±0.1". 

Once again, combing this uncertainty with that of DUT 

placement in an RSS manner results in an uncertainty of 

±0.11" in the radius of rotation. Table 3 shows the overall 

uncertainty in the applied acceleration for some sample 

combinations of radius and rotational speed. 

 
Table 3. Applied acceleration uncertainty samples. 

Future Work and Improvements 
 

The turntable proved to be very useful and will continue 

to be modified and improved to meet the needs of the engi-

neering courses and projects. The measurement system 

hardware can easily be modified to allow testing of accel-

erometers with digital interfaces (I2C, SPI). The measure-

ment system software can easily be modified to include two

-way communication with the PC. This will allow the user 

to make changes to measurement configuration while the 

turntable is in motion (such as changing the measurement 

range of a DUT with a digital communication interface). 

Other faculty members also expressed interest in using the 

turntable to test/calibrate more complex inertial measure-

ment units. 

 

Conclusions 
 

The re-designed turntable centrifuge incorporates several 

improvements in safety, ease of use, and quality of con-

struction. The safety features allow the system to be used 

more confidently by students and faculty. The turntable and 

measurement system controls are intuitive and easy to con-

nect and use. The new turntable platter and metal chassis 

provide a very sturdy and robust platform on which to test 

accelerometer devices. The quality of materials and con-

struction techniques produced a test apparatus that allows 

for highly repeatable measurements. 
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Abstract 
 

There are a variety of solar systems installed around the 

globe. Some are designed to track the sun, while others are 

fixed-panel systems. The stationary systems lose potential 

power, since most of the time they are not perpendicular to 

the sun. The purpose of this current project was to investi-

gate the viability, at high latitudes (>40°), of having a solar 

system track the sun throughout the day. By adjusting the 

angle of the panels, the solar panels capture power that 

would typically be unattainable through a fixed-panel sys-

tem. This project used a set of actively controlled solar pan-

els and a set of stationary panels to compare power collect-

ed on any given day. The power generated from these pan-

els was fed into a charge controller to charge a set of deep-

cycle batteries. Voltage readings were taken to allow for 

accurate comparisons between the fixed and tracking solar 

panels. By comparing the data between the two sets of pan-

els, a net power increase of up to 30% was achieved. 

 

Introduction 
 

Solar energy is radiant light and heat from the sun that is 

harnessed using a range of ever-evolving technologies, such 

as solar heating, photovoltaics, solar thermal energy, solar 

architecture, molten salt power plants, and artificial photo-

synthesis. To capture solar energy, a solar tracker can be 

used. This is a device that orients a payload toward the sun. 

Payloads are usually solar panels, parabolic troughs, Fresnel 

reflectors, lenses, or the mirrors of a heliostat. For flat-panel 

photovoltaic systems, trackers are used to minimize the an-

gle of incidence between the incoming sunlight and a photo-

voltaic panel. This increases the amount of energy produced 

from a fixed amount of installed power generating capacity. 

In standard photovoltaic applications, it was predicted in 

2008-2009 that trackers could be used in at least 85% of 

commercial installations.  

 

In 2017, the U.S. Energy Information Administration an-

nounced that more than half of the utility-scale photovoltaic 

systems track the sun throughout the day (Today, 2017). A 

significant amount of research has been conducted on the 

feasibility of utilizing solar tracking systems and their ad-

vantages (Mousazadeh, Keyhani, Javadi, Mobli, Abrinia, & 

Sharifi, 2009; Chong & Wong, 2009; Abdallah & Nijmeh, 

2004; Al-Mohamad, 2004; Eskiçirak, Akyol, & Karakaya, 

2014). The systems that require manual adjustments of solar 

panels have significant disadvantages, due to lower efficien-

cy and manual labor involvement. The goal of this project 

was to establish if an open-loop, single-axis, active tracking 

system would be viable at high-latitude (>40º) locations. 

Directly comparing the power generation from fixed and 

tracking panel systems can help determine the effectiveness 

of the system. 

 

Project Rationale 
 

As the efficiency of solar panels rises, it becomes more 

and more advantageous to implement solar tracking systems 

in residential and small commercial applications. These 

tracking systems should provide an increase in power by 

spending more time perpendicular to the sun. There are two 

main categories of tracking systems, open-loop and closed-

loop. Open-loop systems rely on known coordinates for 

both solar azimuth and elevation. These systems operate 

based on solar positioning and can be accurate down to 

thousandths of a degree. Also, since no sensor feedback is 

required, the system is less complex. Closed-loop systems 

use different forms of light sensors to keep the array perpen-

dicular to the sun (Safan, Shaaban, & El-Sebah, 2017; Red-

dy, Chakraborti, & Das, 2016). These systems are more 

sensitive to partial shading or covering with snow or dust, 

due to the high voltage levels provided by the perpendicular 

panels. Another type of closed-loop system uses the panels 

themselves as light sensors (Sharma, Vaidya, & Jamuna, 

2107). This system has similar problems to other closed-

loop systems, with the added disadvantage of limiting panel 

connections. Another disadvantage of closed-loop systems 

is hunting time. For a one-axis tracker, the array continues 

to move until the power has gone down and then moves 

back into the maximum power position. Dual-axis trackers 

frequently update the position based on the readings from 

light sensors; anytime this happens, the control system must 

take a minimum of three readings before settling on a point. 

In both cases, excess power is consumed by running the 

motors and controllers more often. This is especially true in 

the dual-axis tracking system (Bahrami, Okoye, & Atikol, 

2016). 

 

System Overview 
 

This current project focused on the use of a hybrid track-

ing panel array. This type of system uses an open-loop sys-

tem to automatically track along the solar azimuth and a 

——————————————————————————————————————————————–———— 
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manual adjustment for the altitude of the panels. At northern 

latitudes, the azimuth of the sun changes much more than 

the altitude throughout the day. Thus, active tracking along 

the altitude would increase the complexity of the system 

with no significant gain in performance.  

 

Since solar intensity varies from day to day, a set of sta-

tionary panels and a set of tracking panels were used simul-

taneously, allowing accurate daily comparisons of data. 

Figure 1 shows a picture of the tracking and fixed systems; 

the tracking system is on the right and the fixed system on 

the left. An Arduino MEGA R3 controls the linear actuator 

to track the sun across the azimuth, and it monitors the volt-

ages of the solar panels. This system uses pre-programmed 

angles to move the tracking panels throughout the day, 

changing the solar tracker angle every half hour. Infor-

mation such as location of the system and date and time 

information were used to calculate the required angles for 

adjustment of the panels (Gronbeck, 2009). The voltage 

from the panels is fed into a charge controller, which regu-

lates the output to the battery array for effective charging. 

An inverter is connected to the battery array to allow for an 

AC output. Grid integration is possible with this system, 

provided that the inverter outputs a complete sinewave. Less 

expensive inverters output a modified sinewave that is not 

as efficient and are not compatible for grid integration. 

Figure 1. Photograph of fixed and tracking system setup. 

 

Figure 2 shows the main components as they were con-

nected in the system. The tracking and fixed solar panels are 

Renogy RNG-100D 100W models (Renogy, 100W, n.d.). 

These were chosen for their balance of efficiency and cost. 

The linear actuator is from Fergelli Automations (Model FA

-PO-150-12-8). It has a 150 lb. lift capacity and an 8-inch 

stroke with Bournes potentiometer feedback. The position 

feedback is crucial for obtaining accurate angle measure-

ments. The Arduino used was a MEGA R3 with an Adafruit 

assembled data-logging shield (Earl, 2017). The data-

logging shield was used both for voltage measurements and 

for the feedback sensor on the linear actuator. The charge 

controller was an Outback Solar FlexMax 80A (Outback, 

2017) with maximum power-point tracking. The MPPT 

model was chosen for its high efficiency and high mobility, 

due to its pre-wired configuration with a pure sinewave in-

verter. 

Figure 2. System component flowchart. 

 

The battery storage bank consists of four Renogy 100Ah 

deep-cycle gel cells (Renogy, 100Amph, n.d.), chosen for 

their ability to withstand 1000 cycles to 50% depth of dis-

charge (DOD), while a similar AGM battery would only 

withstand 600 cycles to 50% DOD. Figure 3 shows the full 

schematic of the system. The six solar panels were connect-

ed in series for most efficient power transfer. The voltage of 

the four fixed panels was measured as well as the full volt-

age of all six panels. The voltage measurements of the pan-

els were too large for the Arduino to measure directly, so 

two voltage dividers were implemented to effectively re-

duce the voltage. The voltages were then calculated in the 

code using the reduced voltage from the voltage dividers 

and recorded on the SD card for further study. The Arduino 

controls a pair of 12V, 30A relays, which in turn control the 

linear actuator. The Arduino also outputs a 5VDC signal 

that was used on the linear actuator for potentiometer feed-

back as well as to power the motor control relays.  

 

Programming Approach and System 

Operation Modes 
 

The main approach when writing the code and deciding 

on operation modes was to make the code efficient, result-

ing in the Arduino consuming less power and improving the 

efficiency of the system as a whole. The code has three 

basic operation modes: rest, stationary data collection, and 
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data collection with panel movement. The start and stop 

times of these three modes are based on the sunrise and sun-

set times for the current month. The rest mode is set to start 

at sunset and end at sunrise. These specific times are set by 

the user at the beginning of each month, since sunset and 

sunrise are not at constant times throughout the year. When 

the controller first enters rest mode, it moves the panels to 

the correct position for the morning sun and then wait until 

sunrise. 

 

The stationary data collection mode occurs at two sepa-

rate time periods during the day. The reason for a separate 

data collection mode outside of the panel movement with 

data collection mode is due to the mechanical limitations of 

the panel holder, which will be discussed later. This mode 

operates from sunrise until the data collection with panel 

movement mode begins. This mode resumes operation at 

the end of the data collection with panel movement mode 

and operates until sunset. The stationary data collection 

mode takes voltage readings every 10 seconds and stores 

them on an SD card for later analysis. Due to the mechani-

cal limitations of the panel holder, since the code keeps the 

panels aimed in the general direction of the sun when out-

side the movement range, there should still be an increased 

amount of power intake by the panels. This is why there are 

separate modes for just stationary data collection and data 

collection with panel movement.  

 

Data collection with panel movement mode operates dur-

ing the peak hours of solar intensity. This mode operates 

between three and five hours a day, depending on the time 

of year. The movement starts between 11:30 and 12:00 and 

concludes between 3:30 and 4:30; again, depending on the 

month. Due to the mechanical limits of the panel holder, the 

only azimuth angles (Bas, 2011) the system can adjust to are 

between -30º and 45º from due south. This means that panel 

adjustment occurs only 8-10 times a day. While in this 

mode, the panels move every half hour to a set angle, de-

pending on the time and the month. As with the stationary 

data collection mode, this mode takes a data reading every 

10 seconds and stores the data on the SD card for future 

analysis. 

Figure 3. System schematic. 
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Figure 4 shows a flowchart of how the code and micro-

controller operate throughout the day. The first part of the 

flowchart shows the startup procedures of the code, micro-

controller, and data-logging shield. During the power-up 

phase of the microcontroller, the standard initializations of 

the microcontroller are executed. Next, the data-logging 

shield is powered on, and the microcontroller verifies that it 

is functioning properly. Finally, the code checks to verify 

the presence of an SD card. It then creates a new CSV file 

on the SD card and labels the first line of the CSV file with 

the appropriate labels for the data being recorded. This part 

of the code is only executed on startup and is then supersed-

ed by the loops shown on Figure 3. 

Figure 4. Microcontroller code flowchart. 

 

Once the initializations have been completed, the code 

acquires the current time from the data-logging shield, 

which uses an onboard RTC (real time clock) chip to keep 

accurate time. Depending on the time of day, the code goes 

into one of the three modes of operation as described above. 

The bottom loop of Figure 3 shows the rest mode, which 

first verifies that the panels are in their home positions. If 

they are not in their home positions, the microcontroller 

moves them back to their home positions. The code then 

waits until sunrise to begin data-logging. The top loops of 

Figure 3 show both the stationary data collection mode as 

well as the data collection with panel movement mode. The 

microcontroller decides which mode to use, based on the 

time acquired from the data-logging shield (Solmetric, 

2008). If the current time is within the preset timeframe for 

the data collection with panel movement mode, the code 

then checks the time against the preset times for panel angle 

adjustment. If the current time matches the preset times for 

readjustment, the microcontroller adjusts the panels to the 

appropriate angle for the current time. If is not time to move 

and readjust the panel’s angle, the microcontroller then uses 

the data-logging shield to record the current data readings of 

the system. If the current time acquired from the data-

logging shield is outside the timeframe for the data collec-

tion with panel movement mode, the microcontroller then 

enters the stationary data collection mode and only records 

data. 

 

Cost and Parts List 
 

Table 1 provides a list of each part and its associated cost. 

This table is provided to aid in the recreation of the design 

and to allow the data to easily be reproduced. 

 

Data Collection and Analysis 
 

Figure 5 shows a sample set of data acquired from the 

system. These data were collected using the Adafruit data-

logger described above. The logger took a measurement 

every 10 seconds for around 5000 data points per day. The 

data collection started at 6:00 a.m. local time and lasted 

until 10:00 p.m. The average net voltage gain for Figure 5 

shows that a tracking system is viable in high latitudes. Spe-

cifically, 4/27 shows a gain of 26%; 4/28 shows a gain of 

21%; and, 4/29 shows a gain of 17%. Because the panels are 

all wired in series, the difference in voltage will be propor-

tional to the difference in instantaneous power. 

Figure 5. Voltage measurements for 4/27/2018 through 4/29/2018. 

 

Conclusions and Future Work 
 

Short-term data collection and analysis showed that the 

tracking system generates roughly 15-25% more power than 

a traditional fixed-panel system. Due to limited data, further 

experimentation and analysis are required to reach a more 

definitive conclusion as to the viability of a hybrid, semi-

passive solar harvesting system versus a traditional fixed-

panel system. However, due to the amount of additional 

voltage gain and the consistency of the data (see again Fig-
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ure 5), it is evident that this system could be feasible as a 

power-harvesting system. 

 

Further data collection and analysis are needed to develop 

a more definitive conclusion as to the viability of this sys-

tem. The system is set up to collect identical sets of data 

throughout the coming months. To improve the accuracy of 

future data collection, a few upgrades will be necessary for 

the current system; namely, connecting the grid-tie-

compatible inverter to the electrical grid. This would allow 

for the best data collection, as it would use all of the energy 

generated by the solar panels. Data collected during those 

months will then be used to further support or refute the 

claims made here. 
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ness Innovation Research (SBIR) grant after identifying a 

practical need for 3D food printing in extreme environments 

(e.g., space), stating a need for a wide array of foods to be 

printed using different combinations and types of inputs 

(i.e., ingredients) (Systems, 2012). NASA’s vision for this 

research was to enable astronauts to design and manufacture 

a variety of food options with a finite set of inputs, while 

having customizable control over portion size and personal 

taste. However, this concept has multiple challenges. Pri-

marily, most 3D food printing is performed using extrusion-

based methods that limit the food type and consistency to 

primarily homogenous mixtures (e.g., paste and gel), and is 

unable to accommodate other types of food consistencies 

(Sun, Zhou, Yan, Huang, & Lin, 2018; Cornell University, 

2014; Cohen, Lipton, Cutler, Coulter, Vesco, & Lipson, 

2007; Cohen, Lipton, Cutler, Coulter, Vesco, & Lipson, 

2007; Seraph Robotics, 2015). Subsequently, an opportunity 

exists to examine new methods for depositing other food 

types (e.g., heterogeneous foods).  

 

In this paper, the authors illustrate the efforts of under-

graduate capstone design students from California State 

University Fullerton (CSUF), who were broadly tasked with 

reverse engineering and manufacturing an extrusion-based 

3D food printer and identifying limitations and future re-

search opportunities. Capstone design refers to an engineer-

ing course, often taken during the senior year, which aims to 

bridge the gap between engineering theory and practice 

(Dutson, Todd, Magleby, & Sorensen, 1997). A key objec-

tive for the team was to broaden the practical applications of 

existing 3D food printing technologies by specifically fo-

cusing on the creation of consistently replicable foods for 

mid-range production facilities, such as schools and hospi-

tals. For example, could several (homogeneous or heteroge-

neous) key ingredients (e.g., sauce, dough, and cheese) be 

interchanged strategically to produce different food items 

(e.g., pizza and calzone)?  

 

In terms of undergraduate research via capstone design, 

examining methods related to 3D food printing has multiple 

benefits. First, this work combines key elements of CSUF’s 

mechanical and electrical engineering curriculum (e.g., 

CAD, system-level thinking, and additive manufacturing). 

Next, many capstone students, typically engineering seniors, 

are familiar with 3D printing through previous channels 

such as high school, extra-curricular hobbies, or other 

Abstract 
 

Additive manufacturing currently plays a key role in driv-

ing the expansion of the maker movement and has contrib-

uted to the development of 3D printers capable of unique 

food preparation and design. While most applications of 3D 

food printing concentrate on single serving and novelty food 

prototypes, there is an opportunity to explore design varia-

tions for a commercial, production grade 3D printer capable 

of creating consistently replicable food items for mid-range 

production facilities such as schools and hospitals. In this 

paper, the authors outline preliminary research conducted 

by an interdisciplinary capstone design team of mechanical 

and electrical engineering students at California State Uni-

versity Fullerton (CSUF) during the 2016/2017 academic 

year. A detailed overview of the capstone design course 

requirements and the team’s design method are also present-

ed. The team was broadly tasked with reverse engineering 

and manufacturing a 3D food printer, and identifying limita-

tions and future research opportunities. After successfully 

designing and constructing a working extrusion-based Car-

tesian prototype, the team created a preliminary 3D food 

printing design database, based on a series of experiments. 

The database was populated with design variables (e.g., 

syringe pressure), quantitative results (e.g., material print 

height), and qualitative observations (e.g., photographs and 

written descriptions). A two-sided t-test was used to under-

stand the prototype’s sensitivity to changes in key variables 

that impacted printing performance. The 3D food printing 

design database provides valuable insights and baseline 

values for future 3D food printing research. Finally, scala-

bility challenges were identified, and recommendations for 

how to meet these challenges are provided. 

 

Introduction 
 

Continuous improvements in additive manufacturing 

technologies have expanded the breadth of possible applica-

tions for 3D printing (Wegrzyn, Golding, & Archer, 2012; 

Wei & Cheok, 2012; Millen, Gupta, & Archer, 2012; Lip-

son, 2012; Leach, 2014; Petrick & Simpson, 2013). In addi-

tion to printing items from plastic and metal, opportunities 

now exist to print food. In 2012, Systems and Materials 

Research Consultancy was awarded a NASA Small Busi-
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courses (Irwin, Pearce, Anzalone, & Oppliger, 2014). Final-

ly, capstone design is well studied in the literature as a 

mechanism for teaching engineering design, in addition to 

promoting creative thinking (Dutson et al., 2014; Dym, 

Agogino, Eris, Frey, & Leifer, 2005; Wood, Jensen, 

Bezdek, & Otto, 2001). 

 

The study described here was conducted by a student cap-

stone design team from the two-semester Mechanical Engi-

neering 414/419 Senior Design course, during the 

2016/2017 academic year. Their work focused on identify-

ing challenges for design scalability, while considering 

manufacturing costs and applicable markets (e.g., retail and 

commercial). This project was proposed and internally 

funded by CSUF, based on CSUF’s strategic plan for im-

proving instructional processes that lead to increased stu-

dent success. It addressed these processes directly, focusing 

on the implementation of high-impact practices in the class-

room (Kuh, 2008; Carpenter, Morin, Sweet, & Blythe, 

2017). A primary component of the senior design course is 

to collaborate with an industry sponsor/mentor, who will 

benefit from the merits of this research. Ideally, these part-

ners/collaborators would support—both financially and 

technically—this project for multiple years, and the stu-

dents’ designs will improve iteratively. Another benefit of 

this study is the interdisciplinary nature that requires the 

mechanical engineering design team to collaborate with 

other disciplines. For this project, these areas include elec-

trical engineering (e.g., electronic hardware design), com-

puter science (e.g., programming), and business (e.g., mar-

ket analysis, cost modeling, and supply chain management).  

 

Background 
 

3D printing is a technological process, where an object is 

created layer by layer from a file using CAD software. The 

technology of additive manufacturing has existed since the 

early 1980s. Until the open-source release of the 3D printer 

Fab@Home by researchers at Cornell University in 2006, 

the printers were industrial scale and expensive (Lipson & 

Kurman, 2013). The Fab@Home Model 1 could be used in 

the production of a variety of forms and materials, includ-

ing, for the first time, food (Lipson & Kurman, 2013).  

 

The basic principle for 3D printed food is solid free-form 

(SFF) fabrication, the ability of food material to hold and 

produce a solid structure without getting deformed (Lipton, 

Arnold, Nigl, Lopez, Cohen, Norén, & Lipson, 2010). Cur-

rently there are four types of 3D food printing techniques: 

extrusion-based printing, selective laser sintering, binder 

jetting, and inkjet printing (Godoi, Prakash, & Bhandari, 

2016; Sun, Zhou, Huang, Fuh, & Hong, 2015; Liu, Zhang, 

Bhandari, & Wang, 2017). Extrusion-based printing is the 

most commonly used technique and is typically used for hot

-melt extrusion of chocolate or for the extrusion of room-

temperature soft materials like frosting, processed cheese, 

and sugar cookies (Lipton et al., 2010; Periard, Schaal, 

Schaal, Malone, & Lipson, 2007). Currently, there are sev-

eral extrusion-based food printing machines commercially 

available to print materials such as chocolate, dough, and 

pasta (Sun et al., 2018; Liu et al., 2017). The technique 

works by continuously extruding the material out of a mov-

ing nozzle and the material is able to fuse to preceding lay-

ers due to the material’s properties. The second most com-

monly used food printing technique is selective laser sinter-

ing. This method works by fusing powder particles with 

high sugar content to form the solid layers. This technique 

has allowed for the creation of complex structures (Sun et 

al., 2015; Liu et al., 2017). Binderjet printing is the process 

of alternating between depositing layers of powder and 

spraying a liquid binder agent. This technique has resulted 

in the printing of complex structures, including structural 

cakes (Izdebska-Podsiad³y & ¯o³ek-Tryznowska, 2016). 

Inkjet food printing works like a standard inkjet printer for 

paper. The ink, however, is a low-viscosity food material 

that is dispensed in droplet form. This technique is limited 

to decoration or surface filling.  

 

3D food printing allows for food products to be designed 

and fabricated to meet personal and/or nutritional require-

ments and to create custom designs. Printing food allows for 

freedom of design regarding 3D shape, composition, tex-

ture, structure, and taste (Sun et al., 2015). In addition, this 

process is capable of creating unique goods and structures 

that require specialized human skills or cannot be made by 

humans. 3D printing of food additionally allows for the cus-

tomization of the nutritional content (Wegrzyn, Golding, & 

Archer, 2012; Sun et al., 2015; Severini & Derossi, 2016; 

Severini, Derossi, Ricci, Caporizzi, & Fiore, 2018; Yang, 

Zhang, & Bhandari, 2017). Therefore, personalized food 

can be created based on a person’s dietary restrictions, aller-

gies, or health goals.  

 

The accessibility of additive manufacturing technology 

has contributed to innovative advances in 3D food printing 

for both academic and commercial applications (Sun et al., 

2015). However, current techniques need further investiga-

tion. There are many limitations, including accuracy and 

precision (Liu et al., 2017). Once these challenges are over-

come, wider application is expected. 

 

Methodology 
 

For this project, the following key performance metrics 

were provided to the capstone design team, each applicable 

to their 3D printer prototype: 
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 Functionality: Does the machine perform its intended 

function of printing multiple and different edible 

foods? 

 Scalability: Can this design scale to mid-level pro-

duction applications (e.g., schools)? 

 Robustness: Will this design produce consistently 

replicable and reliable food prints? 

 Cost: Is this design financially competitive with ex-

isting 3D food printing products? 

 

Since the majority of applications for 3D food printing are 

concentrated on single serving, novelty food prototypes, the 

team was asked to consider challenges for designing and 

manufacturing a commercial, production-grade 3D printer 

capable of creating consistently replicable food items for 

mid-range production facilities such as schools and hospi-

tals. Creating a 3D printer capable of producing a variety of 

standardized food products for mid-level production could 

significantly improve food health and increase distribution 

efficiency, while minimizing waste and reducing costs. This 

work has broad-reaching applications in the domains of 

mechanical engineering, additive manufacturing, and food 

science. Another benefit of this research is its compatibility 

with the capstone design course series (either CSUF’s or 

another institution’s), which is formatted to allow annually 

recurring research projects on the same topic. 

 

The team’s method was based on Ullman’s four stages of 

product design: project definition; product definition; con-

ceptual design; and, product development (Wang & Shaw, 

2005). Figure 1 displays an outline of the team’s design 

method. The capstone design team worked within the con-

straints of the course, during CSUF’s 2016/2017 academic 

year. This limited the team to two 15-week semesters (i.e., 

Fall 2016 and Spring 2017) to complete their prototype, and 

their budget could not exceed $1000. In addition, the team 

was required to track all design, manufacturing, and testing 

activities in a cloud-based document-sharing platform (e.g., 

Google Drive), to pass information on to next year’s team. 

Table 1 shows key course requirements and the justification 

for these requirements to help guide the students’ design. 

Figure 1. Student team design method. 
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Financial 
Constraints

Research 
Conference

Fall 2016 Semester

Spring 2017 Semester

University
Presentation

Design of Experiments
Testing

Design 
Iteration

Design Recommendations /
Opportunities

Product BenchmarkingLiterature Review

Product Definition

Design Ideation

Conceptual Design

Final Proof of Concept
Prototype

Prototype
Manufacturing

Weekly Update
Meetings

Bi-Weekly
Presentations

Weekly Update
Meetings

Bi-Weekly
Presentations

Course Constraints

Cloud-Based 
Design 

Documentation 
System

Design Task Justification 

Create Gantt chart Track critical deadlines and responsible individual 

Perform literature review Explore state of-the-art research and product benchmarking 

Begin cloud-based research documentation system 

(e.g., Google Drive) 
Archive and document research to pass on to future researchers 

Attend weekly update meetings with instructor Receive feedback on design and manufacturing choices 

Present bi-weekly 10-minute research update to class Gain critical evaluation from peers 

Submit project abstract to undergraduate research conference 

(i.e., 2016 Southern California Conference for Undergraduate 

Research - SCCUR) 

Expose students to peer review research process 

Create abstract based research poster Understand how to concisely present work with limited time/space 

Present research at undergraduate conference (e.g., SCCUR) 
Opportunity to disseminate work, and receive feedback from the 

research community 

Give 20-minute research update to class Gain critical evaluation from peers 

Display final prototype and poster at university wide event 

(e.g., 2017 CSUF Student Project Showcase) 

Opportunity to disseminate work, and receive feedback from peers 

outside of department 

Submit final research report Allow students to practice technical writing 

Table 1. Key course requirements and justification. 
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The capstone design team student selection was based on 

students interested in additive manufacturing but who did 

not necessarily have experience in this domain. As de-

scribed previously, the project definition and key objectives 

were already outlined by the capstone design advisor. Sub-

sequently, production definition was the first component of 

the team’s method. An examination of the literature and 

existing technologies was performed, where the students 

found current work relating to both the fundamental science 

of additive manufacturing and commercial applications for 

3D food printing. This review helped guide them during the 

design ideation phase, and identify potential 3D food print-

ing methods that could be replicated given the temporal and 

financial constraints of the course. The team selected the 

extrusion-based food printing method, motivated by oppor-

tunities defined in the literature (Sun et al., 2018). 

 

Conceptual Design 
 

The conceptual design phase was guided by the project 

definition requirements and the course design task require-

ments listed in Table 1. A functional decomposition of sev-

eral extrusion-based food printers was performed to help 

identify potential design alternatives. The most common 

method for depositing food to the build surface was via a 

syringe, activated either pneumatically or with an electro-

mechanical power screw. This syringe was then coupled 

with a mechanism for translating three axes. Design trade-

offs were examined between each of the multi-axis food 

printer approaches (Cartesian, Delta, Polar, Scara) identified 

by Sun et al. (2018).  

 

For the syringe, the team created a functional prototype of 

a pneumatic extrusion system using a purchased 38.1 mm 

diameter syringe with a custom 3D-printed ABS plastic air 

input. Figure 2 illustrates the preliminary conceptual design 

for extrusion testing. The nozzle diameter was tested at       

3 mm, based on extrusion techniques by Wang and Shaw 

(2005). From this design, they made several attempts to 

extrude different foods (e.g., corn bread mix and frosting). 

This initial test was performed at room temperature (i.e., 

~32 degrees Celsius). Since the expanding market for 3D 

printing technology is driving related component costs 

down, the team investigated the benefits of purchasing a 3D 

printer to harness the multi-axis translating function, instead 

of designing and manufacturing one themselves. For their 

final conceptual design, the team chose to purchase a Prusa 

i3 3D (Cartesian coordinate) printing kit (Irwin et al., 2014; 

Prusa, 2018) and modified the printing head mechanism to 

accept the customized pneumatic syringe used for testing. 

An initial challenge was to modify the Prusa’s original mi-

crocontroller and coding to activate a pneumatic valve to let 

pressurized air enter the syringe and start the food extrusion 

process. The Prusa printer head contained a stepper motor, a 

heater, and a fan, all of which were removed from the unit, 

leaving three empty outputs on the microcontroller. The 

team utilized a pneumatic valve that could be activated by 

the original 5V stepper motor output. Figure 3 shows the 

pneumatic pressure inlet and pressure relief valves used. All 

activities leading up to the conceptual design were per-

formed during the Fall 2016 semester. 

Figure 2. Preliminary conceptual design for extrusion testing. 

Figure 3. Pneumatic pressure inlet and pressure relief valves. 
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Product Development 
 

After the conceptual design was finalized, the team began 

to finalize its design and manufacture a final product that 

could print different foods by pneumatically extruding the 

food material from the syringe onto the build platform of 

the printer. The product development stage occurred during 

the Spring 2017 semester. Figure 4 shows the Prusa 3D 

printer with the original filament print head removed, and a 

custom designed syringe mount installed. The modified 

syringe and 3D printed air inlet from the design phase (see 

again Figure 2) was replaced with a commercially available 

Uxcell 300 ml Luer Lock 40 mm-diameter syringe and air 

inlet with a 6 mm barb fitting. 

Figure 4. Initial product conceptual design. 

 

Next, initial testing began to validate the team’s conceptu-

al design by attempting to print a 50 mm2 square using 

frosting. The syringe pressure was set to 43.7 kPa based on 

the initial syringe testing results. Figure 5 illustrates the 

pressure release test for a 50 mm2 square shape, which was 

successfully printed. However, the syringe continued to 

extrude after the pneumatic valve was closed due to remain-

ing pressure in the cylinder. Figure 3 shows how a second 

valve was subsequently added in order to relieve pressure 

after the air inlet valve was closed. Based on initial extru-

sion testing, all experiments were performed at room tem-

perature (i.e., ~32 degrees Celsius). It is also important to 

note that the heater was removed from the build platform 

for this work. After the product development phase was 

complete, the team selected a two-sided t-test to understand 

the prototype’s sensitivity to changes in key variables that 

impacted printing performance. Due to the temporal con-

straints of capstone design, the team chose to vary print 

geometry, material type, and syringe pressure. Table 2 sum-

marizes the design variables and performance metrics uti-

lized.  

Figure 5. Pressure release test for a 50 mm2 square shape. 

 
Table 2. Outline of design variables and performance metrics. 

Printer performance was measured quantitatively with 

material height and material width. Qualitative evaluations 

were also recorded and documented with photos that includ-

ed geometry accuracy—did the food print in the intended 

shape based on input variables—and ability to layer (was 

solid, free-form fabrication visually apparent based on input 

variables). The design variables and performance metrics 

identified in Table 2 allowed the team to perform two-sided 

t-tests, once the experimental data were collected. 

 

Results 
 

Based on the testing configuration outline, and the team 

chose Betty Crocker Rich and Creamy Chocolate Frosting 

and Jiffy Corn Muffin Mix as their material types. A circle-

and-star pattern was used for the print geometry. Discrete 

syringe pressure values were set at 43.7 kPa and 87.3 kPa, 

drawing from preliminary syringe pressure tests. Nozzle 

height (distance from the print bed) was initially set at         

5 mm, based on initial extrusion testing. For all of the ex-

periments presented, four layers of material were printed, 

with the syringe nozzle moving 5 mm upward after each 

layer. Material height values were recorded for each discrete 

layer.  

Design Quantitative Qualitative 

Material type Material height (mm) Geometry accuracy 

Print geometry   

Syringe pressure Material width (mm) Ability to layer 
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To organize the experimental data, the team created a 

preliminary 3D food printing design database, which was 

populated with the design variables, the quantitative and 

qualitative performance metrics, and a photograph of the 

print from each experiment. In total, 39 individual layers 

were printed and analyzed. Table 3 displays a relevant sub-

set of the design variables and performance metrics from the 

database. Two-sided, two-sample, unequal variance t-tests 

were performed to help identify which design variables 

(material type, print geometry, syringe pressure) had a sig-

nificant impact on the quantitative design performances 

measured (material width, material height). Table 4 gives a 

summary of the number of samples (N), mean (M), standard 

deviation (SD), and t-test results, including the t-value (|t|), 

degrees of freedom (df), and significance level (p).  

 

For material type, the t-test results showed that there was 

a significant difference (p<0.05) in the printed material 

width between chocolate frosting and corn muffin mix. But 

there was no significant difference in printed material height 

between the two materials. For different printed geometries 

of circles and stars, there was a significant difference in 

printed material height but no significant difference in print-

ed material width. As for syringe pressure, there was a sig-

nificant difference in both printed material width and height 

between the syringe pressures of 43.7 kPa and 87.3 kPa. 

 

From these results, it can be said that syringe pressure 

emerged as a critical design variable that impacts printer 

performance and, subsequently, should be considered as a 

key design parameter going forward with a new/updated 

design. Additionally, a more detailed study should be con-

ducted to determine if there is a relationship between the 

viscosity of the material and the printed material width. 

Overall, these preliminary results indicate that more tests 

should be carried out with more material types, printed ge-

ometries, and syringe pressures for more insightful conclu-

sions. For such future tests, quantitative measurements for 

geometry accuracy and ability to layer (instead of the quali-

tative measures used here) should be developed and imple-

mented. 

 

Discussion and Future Opportunities 
 

In this paper, the authors presented a case study of under-

graduate research conducted by an interdisciplinary cap-

stone design team of mechanical and electrical engineering 

students broadly tasked with reverse engineering and manu-

facturing a 3D food printer. Creating the framework for the 

3D food printing design database was a significant contribu-

tion for research at the undergraduate level and provided 

valuable insights for future 3D food printing research. In 

addition, the team was able to address each of the four key 

performance metrics provided at the beginning of the cap-

stone design course: 

 

 Functionality: The team’s conceptual design was able 

to successfully print two different foods. 

 Scalability: The current conceptual design was a 

proof-of-concept prototype and would be difficult to 

scale for mid-level production applications. Howev-

er, the material loading challenges discussed in the 

next section provide insight into design attributes that 

will be required for mid-level production. 

 Robustness: Since only 39 individual layers were 

printed, it was difficult to conclude whether or not 

this design could produce consistently replicable food 

prints. Additional experiments need to be performed 

in future work in order to examine printing perfor-

mance variation. 

 Cost: Based on the proof-of-concept design presented 

here, this design primarily used commercially availa-

ble components and very few custom parts; as such, 

it could be financially competitive with existing 3D 

food printing products. 

Design 

Variables 
N 

Printed Material Width 

(mm) 

Printed Material Height 

(mm) 

M SD |t| df p M SD |t| df p 

Material Type 

Chocolate 

Frosting 
22 9.1 2.9 

2.36 22 0.027 

5.2 0.9 

0.79 27 0.434 
Corn Muffin 

Mix 
17 12.6 5.6 4.9 1.3 

Print 

Geometry 

Circle 17 9.2 2.8 
1.90 33 0.067 

4.6 0.7 
2.21 34 0.034 

Star 22 11.7 5.4 5.3 1.3 

Syringe 

Pressure 

43.7 kPa 31 9.0 1.9 
3.64 7 0.004 

4.7 0.8 
4.39 9 0.002 

87.3 kPa 8 17.0 6.7 6.6 1.1 

Table 4. T-test results. 
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Material 

Geometry 

Pressure 

Qualitative 

Description 
(from team) 

Width/ 

Layer 
(mm) 

Height/ 

Layer 
(mm) 

Geometry Accuracy Ability to Layer 

Cornbread Star 

43.7 kPa 

Sinewave shape 

probably due to 

height 

L1- 11.9 L1 - 3.2 

  

L2 - 10.3 L2 - 3.2 

L3 - 11.1 L3 - 4.8 

L4 - 11.1 L4 - 4.8 

Cornbread Star 

87.3 kPa 

Flattens first 

layer 

L1 - 25.4 L1 - 7.9 

  

L2 - 20.6 L2 - 4.8 

L3 - 25.4 L3 - 6.4 

L4 - NA L4 - NA 

Frosting Circle 

43.7 kPa 

Began to print 

out sinewave 

shaped lines 

L1 - 4.8 L1 - 4.8 

  

L2 - 7.9 L2 - 4.8 

L3 - 7.9 L3 - 4.8 

L4 - 7.9 L4 – 4.0 

Frosting Circle 

87.3 kPa 

Print becomes 

smoother as the 

printer head 

prints closer to 

printing surface 

L1 - 14.3 

  
L1 - 8.8 

  

L2 - 12.7 L2 - 9.5 

L3 - 13.5 L3 - 7.9 

L4 - 14.3 L4 - 7.9 

Frosting Circle 

43.7 kPa 

Began to print 

out sinewave 

shaped lines 

L1 - 9.5 L1 - 4.8 

  

L2 - 9.5 L2 - 4.8 

L3 - 9.5 L3 - 4.8 

L4 - 6.4 L4 – 4.0 

Table 3. Outline of the design variables and performance metrics. 
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Another future research opportunity is exploring the im-

pact of post processing (e.g., packaging, freezing, and bak-

ing) the final product for large-volume applications. Specifi-

cally, how does post processing impact the printed material 

(e.g., physically, aesthetically, etc.)? One of the unexpected 

challenges the team faced was the time and effort required 

to load the various food types into the syringe. While low-

viscosity foods like corn muffin batter could be poured di-

rectly after mixing, higher-viscosity foods like frosting had 

to be forced in (or loaded) with a spoon or spatula. Another 

issue with loading the food was the formation of air pockets 

throughout the column of the syringe, which resulted in 

discontinuity during a print. Cleaning the syringe and nozzle 

also took more effort with high-viscosity foods. 

 

In an effort to save time loading material, and potentially 

reducing the presence of air pockets and improving the sy-

ringe-cleaning process, the students experimented with the 

idea of prepackaging the food before it was inserted into the 

syringe. Prepackaging was performed by enclosing 200 ml 

of frosting in either wax paper (12 μm), foil (16 μm), or 

plastic wrap (10 μm). Each package was inserted into the 

syringe, and a small hole was poked through the nozzle 

opening. The syringe was then pressurized to 87.3 kPa until 

the material had been completely extruded onto the build 

platform, without a coordinate change. Figure 6 illustrates 

the three packaging types tested, with foil performing the 

best using qualitative observations. The foil extruded the 

largest volume of material, while minimizing the presence 

of air pockets and cleanup effort.  

Figure 6. (a) prepackaging tests; (b) wax paper and foil; 

(c) plastic wrap. 

 

This preliminary qualitative experiment highlights an 

additional opportunity for future research, toward the goal 

of creating consistently replicable food items from pre-

packaged containers (similar to Keurig coffee cups), and 

represents a key contribution of this work. There are plans 

to continue this research at the University of West Florida 

(UWF) with another capstone design team for the 

2018/2019 academic year. 
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Abstract 

 

Every network system is required to maintain a certain 

level of security for its users. In mission-critical systems, 

loss or theft of data can be a severe problem for the users 

involved. It is possible to increase the network’s level of 

security by confusing the attacker. The attacker will gener-

ally follow an attack process that starts with eavesdropping 

on the network to discover the system configuration and 

then, once becoming part of the network, will begin sniffing 

packets for either theft or destructive purposes. In this pa-

per, the authors present a new security method that uses 

Moving Target Defense in an array of software-defined ra-

dio networks to split a data packet into multiple fragments 

and scramble the order and the frequencies used to send 

these fragments. The probability of an eavesdropper stealing 

data packets is examined for the proposed system and com-

pared to the system without packet scrambling and fragmen-

tation. 

 

Introduction 

 

Moving Target Defense (MTD) increases the difficulty 

for an attacker to breach a network by continuously chang-

ing security parameters. The utilization of software-defined 

radios (SDRs) will help the network in MTD to protect sen-

sitive data by changing the network parameters and cause 

attackers to lose their trace. Wireless networks have the 

disadvantage of having a vast attack surface, due to the dy-

namically changing size of the network. In an MTD system, 

the attack surface is defined as the total possible ways that 

an attacker can breach the system (Yeung, Cho, Morrell, 

Marchany, & Tront, 2016). Generally, MTDs are deployed 

in ad-hoc type networks where many devices and IP ad-

dresses make up the network, thus having a larger attack 

surface. It is also important to consider the physical cost of 

operating an MTD, when considering the level of security a 

system needs for its data. For SDR networks, the most used 

technique is frequency hopping. This technique offers the 

ability to avoid malicious users from jamming or eavesdrop-

ping on the network by systematically changing the operat-

ing frequency in a given time interval. There are challenges 

to frequency hopping, most importantly the necessity to 

request access to occupy more bandwidth at any given time.  

MTD has two main categories, network and host-based. 

The significant difference between the two is the localiza-

tion of the controller. As the name implies, a network-based 

MTD system will have the entirety of the system controlled 

by a single, centralized entity, whereas a host-based MTD 

may have multiple host controllers, each controlling a spe-

cific group of nodes (Green, MacFarland, Smestad, & Shue, 

2015). Generally, a network-based MTD system is pre-

ferred, due to the ease of synchronization; however, it may 

be less secure, as the attacker will have access to the entire 

network. A fundamental property of MTD is the mapping 

system. The mapping system is responsible for determining 

which users are considered trustworthy based on authentica-

tion or a calculated trust value. Secondary properties of net-

work-based MTD are moving, access control, and distin-

guishability. This system offers potential for countering 

eavesdropping and intelligent jamming in a network system. 

However, when it is deployed in a large-scale system, it 

seems that packet overhead will lead to more significant 

losses in communication. 

 

The moving property represents the characteristics of 

MTD that make it harder for an attacker to breach the sys-

tem. It is broken into three sub-properties: unpredictability, 

vastness, and periodicity. Being unpredictable means that no 

one in the system should be able to determine the next step, 

other than the devices doing the communicating. The availa-

bility of the changing metrics determines the vastness prop-

erty. This includes either changing IP addresses, ports, or 

frequencies; vastness also aids the unpredictability of the 

system. Periodicity is responsible for maintaining the syn-

chronization between the devices within the system. This 

parameter provides a regularly changing time interval that 

should be kept a secret between transmitter and receiver. 

 

The access control property is an enforcement policy 

within the system to authenticate users as they request ac-

cess. Like the moving property, access control is also divid-

ed into sub-properties: uniqueness, availability, and revoca-

bility. The uniqueness property uses the mapping system to 

make sure that each user is guaranteed individual availabil-

ity in the system dependent on the authorization. The availa-

bility property is set so that the system can fill each request; 

generally, this is determined by a capacity limitation within 

the network configuration. The revocation property is a set 
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of rules and standards that can remove a user from the sys-

tem when a series of checks have been met. Revocation can 

be due to violations or simply the expiration of a time lease 

in the network, in which case, the user would then need to 

re-request for access. The last main property that makes up 

a network-based MTD system is the distinguishability prop-

erty. This property affords the system the ability to deter-

mine trustworthy users. The ability to determine trust is 

typically complex, as a non-malicious user may be request-

ing information about the mapping system more than what 

is allowed and then becomes flagged as a malicious user. 

The typical method of distinguishing a user is to use identi-

fiers, such as shared keys, to determine trustworthy users.  

 

In Software Defined Networks (SDNs), denial of service 

(DoS) comes in the form of a signal jammer. The attack will 

find the frequency that the pair is on and overcrowd the 

medium so that the receiver cannot make sense of the re-

trieved data. One of the most common attacks to a network 

system is a distributed denial of service (DDoS) attack; in 

part, due to the ease of deploying this attack and to the fact 

of the difficulty of determining real traffic from fake traffic. 

Several mechanisms have been developed to counter a 

DDoS attack. However, most of these are reactive, meaning 

they happen after the attack has already occurred (Aydeger, 

Saputro, Akkaya, & Rahman, 2016). Using an SDN, it is 

possible to provide proactive defense mechanisms to seem-

ingly random spikes in traffic on a network. The main chal-

lenge of an SDN is a crossfire attack; this attack determines 

where critical link connections in the network are located by 

observing the traceroute messages and then targeting those 

links. Another concern in SDNs is eavesdropping; it is the 

process of secretly listening to a network and copying the 

data as it is sent (Ma, Wang, Lei, Xu, Zhang, & Li, 2016). 

 

To prevent theft from the network, frequency hopping is 

often used as a viable countermeasure. In this paper, a new 

security method that uses moving target defense in an array 

of software-defined radio networks is proposed to split the 

data packet into multiple fragments and scramble the order 

of the fragments. The effectiveness of the proposed model 

with fragmentation and scrambling is evaluated and com-

pared to a basic frequency hopping system.  

 

Related Work 
 

The network design for moving target defense can be 

modeled with a varying number of available computing 

clusters, which the attacker will be trying to get access into. 

This array of computing clusters will have a common con-

troller used to maintain synchronization during transition 

periods. This network is illustrated in Figure 1. 

 

Figure 1. Moving-target defense system with attacker. 
 

The computers connected to the gateway represent any 

variety of applications that can exist on a network (physical 

or virtual machines, software-defined radios, or mobile de-

vices). The attacker represents any computer system that 

would attempt connection to any part of the network and, 

once in, would begin stealing or destroying information. 

The cloud-cluster controller is tasked with keeping a syn-

chronized connection for the entire network by communi-

cating the hopping time interval, the current IP, port, or fre-

quency, and what the next hop configurations will be. 

 

Moving Target Defense Configurations 
 

MTD techniques can be categorized as host-based or net-

work-based. In a network-based MTD, network properties 

are periodically changed to increase the difficulty for the 

attacker to get into the network; the more common tech-

nique is to change the IP address (Yeung et al., 2016). Uti-

lizing IPv6 in MTD provides the network with a wide array 

of possible IP addresses for hopping purposes. The chal-

lenge to using IPv6, however, is the increase in overhead on 

the network, as hopping addresses generates network dis-

covery protocol, NDP, and messages. IPv6 provides a sub-

stantial advantage over IPv4 in large-scale network systems 

and services, because IPv6 allows for a 128-bit address. An 

MTD network using IPv6, commonly referred to as MT6D, 

uses an encapsulation method to confuse the observer by 

generating a false sense of network activity. Using MT6D 

proposes a defense against an attacker by causing the attack-

er to spend a much higher amount of resources on recon-

naissance (Yeung et al., 2016). The moving property can be 

handled by the DNS server with a short time-to-live as-

signed value so that IP addresses change frequently. The use 

of IPv6 is highly sought after in MTD systems and are 
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named MT6D, due to the fact that IPv6 offers a large array 

of varying IP addresses. The DNS server can also handle 

access control by assigning users to a unique portion of the 

mapped IP addresses, and then revoking them when needed. 

Distinguishability is the most challenging aspect to deploy 

in a system, because of the ability of an attacker to passively 

access a system (Corbett, Uher, Cook, & Dalton, 2014). 

Some work has been on the use of ISP DNS systems to pro-

vide trustworthiness in a system.  

 

The mechanisms that change within an MTD system are 

categorized based on the mechanisms and the type of pat-

tern they follow. Three of the mechanisms are software 

transformations, dynamic platform techniques, and network 

address shuffling (Cai, Wang, Luo, Li, & Wang, 2016). The 

idea of software transformations is to focus on the applica-

tions that are running on the system. In this case, the soft-

ware or application will exist in different variants that will 

be randomly selected to be the active software version. Dy-

namic platform techniques involve dynamically changing 

properties in the operating system and hardware. Recent 

methods of dynamic platform techniques are to use cloud-

based systems to store the operating system variants and 

load them accordingly.  

 

In network address shuffling, the primary goal is to pre-

vent reconnaissance in the system. Network address shuf-

fling is the most common technique in MTD and involves 

changing the IP address or port that the network is com-

municating on. MTD has three fundamental patterns: hid-

den, variation, and assisted. In the hidden pattern, the at-

tacker can get into the network for a varying amount of 

time; however, when repeating the reconnaissance stage, the 

network will have appeared to be no longer active. The vari-

ation pattern is comparable to hidden; however, when the 

attacker makes a second pass, the network will have a dif-

ferent set of security protocols, thereby preventing access. 

The assisted pattern can vary depending on the mechanisms 

used.  

 

The Attack Process on a Network 
 

The first stage of the attack process on a network is the 

reconnaissance stage. The focus of this stage is to determine 

the best angle of attack. It is because of this understanding 

that defenders of cyber-attacks work to make reconnais-

sance very difficult. Eavesdropping is one of the most sig-

nificant challenges to stopping malicious acts in a network 

system and is the process of secretly listening to a network 

and copying the data as it is sent (Ma et al., 2016). Tradi-

tionally, encryption and authentication are backbone-layer 

defenses that are passive in the network. This means that the 

encryption system does not dynamically change at any giv-

en time. Moving target defense is a new method that will 

allow for an active defense to stop eavesdropping (Ma et al., 

2016). In a traditional use of MTD, IP addresses or ports are 

changed to keep attackers from listening to the network; 

however, little is done to change network protocols, due to 

the complexity. Eavesdropping is categorized into two types 

of attacks: session attack and packet attack. In a session 

attack, the entirety of the communication session is grabbed 

by the attacker and then analyzed based on the network pro-

tocol. In a packet attack, a series of packets from the session 

are grabbed and analyzed for their source IP and destination 

IP; this could potentially give the attacker enough for a Man 

in the Middle or DDoS attack (Ma et al., 2016). 

 

One proposed method is to use MTD with protocol-

oblivious forwarding (POF). POF will allow the network to 

simply forward the packet based on the key associated with 

it. Otherwise, it has to parse the packet first before deter-

mining what to do with it. In this setup, the clients use dy-

namic message packaging and dynamic routing paths to 

keep the attacker confused as to what the source and desti-

nation IP addresses are. This proposed method will block 

both session and packet attacks by continually keeping the 

attacker guessing which bits of data fit the right network 

protocol. 

 

Operational Costs 
 

Operational costs of MTD can be the actual cost of the 

system; however, it can also affect the overall system per-

formance, network stability, and effectiveness. The required 

capital investment of the physical system is first determined 

based on compatibility. The physical hardware requirements 

for the level of security needed will increase the cost of the 

system. The biggest challenge to an efficient MTD system 

is the available bandwidth of the system. To have a secure 

system, the total number of channels available for the sys-

tem to “hide” in, directly impact the difficulty of the attack-

er trying to find it. To clarify this, if a system is designed so 

that it only has 10 available channels, then an attacker will 

have an easy time scanning all of the channels to find the 

information; whereas, if the system has 50 possible channels 

to pick from, the attacker will have to spend a significant 

amount of time trying to find the information. 

 

Capital funding limitation is a dominant driving force 

behind the decision to change systems. The MTD system 

requires constant synchronization based on CPU cycles and 

memory systems in the network, which could take away 

from the processing power the institution may need to ser-

vice its demands; this could again end up incurring severe 

financial losses if handled poorly. The effects on the perfor-

mance metrics may also lead to a loss in availability in the 
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system. In a CPU system, it is possible to overclock the 

synchronization; however, it is not necessarily the best prac-

tice and can lead to system failures. Another operational 

cost of MTD is the effectiveness of the MTD system itself. 

Considering a dynamic MTD system with many access 

points, the controller has a very complex role in determining 

when and how requests should be handled. Deploying a 

large network to handle minimal security work would be 

wasteful and, in contrast, would be impossible to secure 

highly classified data in a small MTD system. 

 

The main method of determining the right cost functions 

for deploying an MTD is by observing possible network 

parameters. First, classification and value assignment of the 

system should be taken care of and then experimental band-

width consumption can be handled (Leeuwen, Stout, & 

Urias, 2015). The classification step determines the work 

factors that the system requires; these include operating 

expenses, capital expenses, performance in either network 

or host-based applications, and service impacts and scalabil-

ity. Depending on the classification, a metric and unit will 

be assigned. The metric for operating expenses would be 

operator workload, and the unit would be in physical man-

hours; whereas, for scalability, number of nodes and count 

would be the metric and unit, respectively. This classifica-

tion system leads to a concise requirement and possible pre-

diction of whether a large or small network can be handled. 

 

Observing the physical and cyber costs of deploying a 

new system is crucial for defending the use of new technol-

ogy. There are obvious advantages to studying these metrics 

and optimizing where necessary in order to provide the 

strongest case as to why this technology is needed, other 

than just for more secure data transfer. 

 

Obfuscation of the Attack Surface 
 

A key advantage to using software-defined networks in 

moving target defense is the ability to obfuscate the attack 

surface. By using software-defined radios, it is possible to 

change each of the network characteristics to protect the 

network. Two proposed network attacks to protect from are 

network reconnaissance and OS fingerprinting 

(Kampanakis, Perros, & Beyene, 2014). Using an SDN con-

troller, the traffic coming through a network is monitored. If 

the traffic is malicious, the SDN controller will attempt to 

quarantine that part of the network; this is done by blocking 

off that group of devices. The main process of this defense 

is to open more ports; this causes the attacker to have to 

search more possible entries before finding the actual port. 

In the event the attacker attempts to find network configura-

tions through an HTTP GET eavesdropping method, it is 

possible to change different operating system information. 

The httpd service will work with the SDN controller to 

create a dummy service version. The network firewall is 

normally used to keep out attackers by preventing attacks on 

operating system information. However, the SDN will reas-

semble TCP into a spoofed version that will exist on the 

network; users that have access by presenting the correct 

key will be given the correct information from the SDN 

controller. In the SDN, route mutation and host randomiza-

tion can also provide ideal possibilities for keeping an at-

tacker from finding the correct path. Route mutation adds 

problems to the attacker in operational cost, because they 

would now be randomly aiming when sniffing packets. If 

they wanted to be more effective, they would need more 

robust devices and algorithms. 

 

Many proposed algorithms make it harder for an attacker 

to get into the network. However, there is generally a prob-

lem for the network being defended when using high-

bandwidth applications (Li, Dai, & Zhang, 2014). The focus 

is to make sure that the network can morph to prevent an 

attack, while still maintaining a time-sensitive goal for 

transmission set by the application. Creating a real-time 

traffic morphing algorithm requires three pieces that work 

in the algorithm. The first piece is to create an adaptive 

packet generation; next is maintaining deadlines in the 

packet generation scheduler; and, last, is to minimize redun-

dancy. Adaptive packet generation is responsible for main-

taining uniqueness in the system. The deadline schedule is 

responsible for not allowing the first part of the algorithm to 

take too long or from generating packet combinations that 

will cause overhead. Minimizing redundancy is a final 

check that the system overhead does to reduce time. 

 

Cloud Controller Characteristics 
 

Many common open-source cloud controllers have been 

used for synchronization in MTD systems. One of the most 

used is the OpenFlow API that can work as a load balancer, 

handling requests on a round-robin basis. The API works by 

picking from the pool and processing each request. The 

main method of changing network-specific characteristics is 

by either using an encrypted pseudorandom sequence be-

tween both the transmitter and receiver continuously or 

simply using a lookup table to keep track of the network 

changes on both ends; the latter being simpler but the table 

could be eventually broken into (Corbett et al., 2014). After 

the network controller has been set up, the next stage is to 

determine how packets will be sent from transmitter to re-

ceiver. Cloud-based network systems offer a potential in-

crease in the effectiveness of software-defined radio. This is 

due to the cloud’s ability to run more extensive applications, 

while the radios can perform simpler and more rapid actions 

(Debroy, Calyam, Nguyen, Stage, & Georgiev, 2016). Uti-
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lizing a cloud-based system can amplify vulnerability detec-

tion by covering more of the attack surface; however, it 

does offer the ability to become a target to attack. By com-

bining SDN and cloud, it is possible to add complexity to an 

attacker’s attempts by splitting what can be taken away 

from the system. Realizing a complete network that will 

utilize cloud-based systems offers challenges in both total 

resource consumption and effective performance of the net-

work. The operational cost of a system can significantly 

influence the actual utilization of a system; if the cost-to-

resource usage ratio is not optimal, there is an increase to 

the potential of incurred financial losses for the service pro-

vider. In the presence of an attack, the controller will at-

tempt to mark the attack path of IP addresses and block off 

the attack by severing the connection; the controller, then, 

will either be proactive or reactive, based on the advance-

ment of the attacker in the network. 

 

Proposed Solution 
 

The goal of the system is to add another layer of complex-

ity to frequency hopping using packet fragmentation, with 

the intention of thwarting two very popular attack types: 

DoS and packet sniffing. An N×N multiple-input-multiple-

output (MIMO) system has the ability to transmit and re-

ceive large amounts of data at a given time. Another ad-

vantage is its ability to spread the frequency spectrum 

across the three pairs. Using coordinated universal time, 

UTC, all pairs will know precisely when to hop to another 

frequency or request an entirely new array of frequencies. 

The transmitter randomly generates the frequency lists, 

which are then synchronized with the receiver using a cloud

-based controller. Also, the frequency of updating the lists is 

randomized to add a layer of security to the operation of the 

cloud-based controller beyond channel encryption. 

 

Packet Fragmentation with Frequency 

Hopping 
 

LabVIEW was used to initialize each universal software 

radio peripheral (USRP) device and transmit each fragment 

following the algorithm displayed in Figure 2. Each time the 

program loops, the packet will be split into a pseudorandom 

order and given to the transmitter. Simultaneously, the 

transmitter is prepped to send the packet by selecting its 

frequencies and reporting those frequencies to the cloud-

based controller’s database. It is also possible to have a var-

ying number of total packets being sent from each transmit-

ter. In this case, the attacker would need to determine what 

frequency the system is on, the total size of each packet and 

the order that it was sent in; all the while, at a designated 

time interval, all three of those parameters change to a new 

value. Synchronization between transmitter and receiver can 

be achieved by using the database controller to store the 

current configuration set by the transmitter and synchroniz-

ing it with the receiver. It is also possible to use the cloud 

controller as the central source, so that both the transmitter 

and receiver are given all parameters. Once ready, the 

USRP will continuously transmit the packet until all fre-

quencies are used. The program then selects new frequen-

cies, scrambles the packet in a new order, and then contin-

ues. 

Figure 2. Flow diagram for transmission of packet. 
 

3×3 MIMO Connection 
 

A 3×3 MIMO system has the ability to transmit and re-

ceive large amounts of data at a given time. Another ad-

vantage of this MIMO system, when used as one-to-one 

SISO pairs, is its ability to spread the frequency spectrum 

across the pairs, while sacrificing bandwidth in order to 

increase data security. Using coordinated universal time, 

UTC, all pairs will know precisely when to hop to another 

frequency or request an entirely new array of frequencies. 

Figure 3 shows the system setup for a 3×3 USRP connec-

tion. 

 

Experimental Results 
 

First, a predefined number of allowed channels is given to 

the system (10, 25, or 50 channels) then the frequencies are 

pseudo-randomly shuffled, and three frequencies are as-

signed to be used for transmission. A hopping interval is 

also predetermined (10, 30, or 60 seconds) when the system 

begins; at the end of the hopping interval, the next frequen-
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cy is selected. Once all three frequencies are used, the sys-

tem will re-randomize the frequency list and select another 

three frequencies to be used. Figure 4 illustrates the experi-

mental setup for the Tx/Rx pair using the NI USRP-2920 

SDRs. 

Figure 3. Structure of the 3×3 MIMO USRP network with cloud 

database controller. 

Figure 4. 3×3 MIMO USRP experimental setup. 

 

The eavesdropper will need to know or guess the possible 

length of the spectrum and the packet size. The attacker will 

then have to scan through the entire list of frequencies from 

start to finish hoping to find the correct transmission fre-

quency. As mentioned in previous sections, the packet size 

influences the attackers hopping speed, too fast a speed and 

it may miss most of the data. In a real-world application, the 

packet size would be considered the right amount if the at-

tacker knew at least how much to expect; they would simply 

stay connected to the network until it had collected enough 

data to make up the whole packet. The attacker will scan the 

spectrum frequencies with a hopping interval of 3 seconds 

in an incremental fashion. 

Frequency Hopping WITHOUT Packet 

Fragmentation 
 

In the first experiment, one transmitter was set up to 

broadcast a packet on varying frequencies to one receiver. 

In this case, the attacker focuses on finding the frequency 

that both are currently on and sniff the packet. The attacker 

will sweep the network as quickly as possible to steal the 

packet. This experiment was tested on three trials, set to the 

varying number of available channels. In each trial, the hop-

ping interval of the Tx/Rx pair was set to either 10, 30, or 

60 seconds. The attacker scans the entire network 100 times, 

checking each channel for the packet; in this case, it is a 

simple Hello World! message that is being sent. The relative 

frequency of obtaining a packet is used to model the empiri-

cal probability of successful eavesdropping using the fol-

lowing model. Let nc be the number of captured packets and 

N the total number of packets transmitted. Then the relative 

frequency, f, of obtaining a packet is modeled by Equation 

1: 
 

(1) 

 

When the total number of packets approaches infinity, the 

relative frequency will converge to represent the empirical 

probability of successful eavesdropping, p, as indicated by 

Equation 2: 
 

(2) 

 

This model was used to estimate the empirical probability 

of successful eavesdropping of the experiment and the re-

sults from each combination of channels and hopping inter-

vals are displayed in Table 1. 

 
Table 1. Empirical probability of successful eavesdropping using 

various system parameters. 

The experimental probabilities are determined by the total 

successful attempts of the attacker divided by the total num-

ber of packets that were sent during the transmission. 

MIMO USRP TX Cluster MIMO USRP RX Cluster

Frequency 1
Frequency 2
Frequency 3
Frequency 4

Frequency 5
Frequency 6
Frequency 7
Frequency 8

Frequency 9
Frequency 10
Frequency 11
Frequency 12

Frequency 1
Frequency 2
Frequency 3
Frequency 4

Frequency 5
Frequency 6
Frequency 7
Frequency 8

Frequency 9
Frequency 10
Frequency 11
Frequency 12

Database synchronization based on 
UTC timing

N

n
f

c


fp
N 

 lim

Hopping 

Interval 

(sec) 

10 Channels 25 Channels 50 Channels 

60 11.73*10-3 4*10-3 1.76*10-3 

30 7.33*10-3 3.46*10-3 1.68*10-3 

10 12*10-3 2.08*10-3 0.8533*10-3 
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Frequency Hopping WITH Packet 

Fragmentation 
 

The next experiment was designed to test the ability of an 

eavesdropper to steal the entirety of the data being transmit-

ted when it is sent broken into multiple parts and sent across 

three transmitters. For this trial, the network size was cho-

sen to be 25 channels, while the hopping time intervals 

stayed the same as the previous experiment. Table 2 dis-

plays the experiment results. It can be seen that when the 

packet is split into multiple parts, the probability of the at-

tacker getting the entirety of the message decreases across 

all three of the hopping intervals. 

 
Table 2. Empirical probability of successful eavesdropping with/

without fragmentation for 25-channel system. 

Conclusions 
 

Frequency hopping provides a level of security to a net-

work system; however, as was shown in the results of Table 

1, it alone is not a foolproof method. Packet fragmentation 

has been shown to be an easy and economical method for 

achieving a higher general level of security. This method 

adds another layer of confusion to the system, causing the 

attacker to work significantly harder to steal the infor-

mation; this also showed an increase in the time and re-

sources needed for an attacker to eavesdrop successfully. 

The results from experimentation showed that the difficulty 

of an eavesdropping attacker to recover the packet increases 

as the system covers more of the spectrum at random fre-

quencies. 

 

It is also essential to note that when there are a limited 

number of channels for the system to exist on, as seen from 

results in Table 1, the system may end up hopping too often 

and cross the attacker more frequently. This occurred with 

this system when hopping between 10 channels every 10 

seconds. At the same time, having a system with a very 

large spectrum may incur more substantial operational costs 

that is considered not feasible. The proposed method can 

save on spectrum space by fragmenting. The results also 

showed the effectiveness of the packet fragmentation meth-

od on bandwidth spectrum allocation. The probability of a 

successful attack when the system had 50 possible channels 

was significantly lower than for 25 or 10 channels; howev-

er, occupying that many channels may cause very high op-

erational costs. Using packet fragmentation, the probability 

of success, when using 25 channels instead of 50, yielded a 

difference of 0.96*10-3, 0.507*10-3, and 0.9067*10-3 for 

hopping intervals 60, 30, and 10, respectively. This showed 

the ability to be at comparable levels of security, while ex-

isting on half the bandwidth. 
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Abstract 
 

This project was developed to restructure a technical 

CAD course (ITEN 1311) offered in the fall, 2017, semes-

ter. The objective of the project was to develop spatial ori-

entation skills for freshmen- and junior-level engineering 

students. The redesigned course introduced 3D printing of 

objects as well as the augmented reality (AR) tool for visual 

representation of two-dimensional drawing in 3D. The ob-

jective of this study was to evaluate differences between 

conventional classroom delivery methods (demonstration of 

the orthogonal views of objects) and analyzing the proto-

type in AR. Each of the students developed a 3D model and 

then 3D printed their individual projects. Moreover, groups 

of students collaborated to develop an assembly of their 

individually modeled parts within the software. Statistical t-

test analyses were conducted to determine the influence of 

the augmented reality application in improving spatial ori-

entation skills for the incoming freshman engineering stu-

dents. This project may benefit the engineering community 

by restructuring introductory CAD courses for enhancement 

of the spatial cognition of students. The results showed that 

the students were able to develop the 3D model of a proto-

type part when they were exposed to the AR tool prior to 

the start of the exercise.  

 

Introduction  
 

Spatial cognition is the process of information and skills 

that could be improved via appropriate pedagogical strate-

gies (Perez-Fabello, Campos, & Felisberti, 2018). The de-

velopment of better working strategies to improve student 

performance in entry-level engineering CAD courses could 

be an effective educational tool. Through virtual reality 

(VR) and augmented reality (AR), users navigate and inter-

act within three-dimensional environments (Dakeev, Pecen, 

Yildiz, Alam, & Heidari, ASEE, 2018). The AR provides 

the ability to rotate the objects as well as experience immer-

sive interaction on a virtual overlaid environment. Since 

spatial skills are one of the strongest predictors of success in 

using the CAD software (Dakeev, Pecen, Yildiz, & Heidari, 

CIEC, 2018), students are also likely to draw correct struc-

tures and diagrams when they have high spatial orientation 

scores (Pribyl & Bodner, 1987). Additionally, Sorby and 

Baartmans discovered considerable improvement in spatial 

cognition skills in both men and women, when augmented 

reality and virtual reality tools were used (2000). This cur-

rent study explored how an AR tool influences the spatial 

cognition of first-year engineering students (men and wom-

en) in introductory CAD courses.  

 

The students were introduced to 3D modeling software at 

the beginning of the academic semester with basic concepts 

and modeling tools of the software. The students analyzed a 

pre-defined part to comment on various views, such as 

front, right side, top, and bottom. Once the analysis was 

complete, the students participated in the virtual tour of the 

part (in an open field) to rotate the part and see the identi-

fied views. Each student developed the same part in the 3D 

modeling software, 3D printed the prototype, and manufac-

tured individual group project parts on the portable CNC 

equipment. The final 3D-printed product was compared to 

the pre-defined (original) part for accuracy. Three delivera-

bles, 3D-modeled part, 3D-printed object, and CNC-cut 

product, defined the successful completion of the term pro-

ject. Overall project reflection summaries were captured 

from the students’ experiences. 

 

The spatial cognition and 3D-modeled outcomes, from 

orthogonal views, are required skills every engineer must 

possess in the automotive industry (Sorby, Casey, Veurink, 

& Dulaney, 2013). Applied engineering technology students 

may hold positions such as Quality Engineer, Manufactur-

ing Engineer, Plant or Workshop Supervisor, Design Engi-

neer, Continuous Improvement Coordinator, etc., all of 

which require explicit understanding of 3D models and 

blueprint readings prior to manufacturing the part. There-

fore, the redesigned course may prepare students for their 

future professional lives and provide them with a competi-

tive advantage. 

 

Methodology 
 

Researchers developed an augmented reality tool for An-

droid devices in order to illustrate the three-dimensional 

representation of the model from its orthogonal (2D) views. 

The students downloaded the AR tool, called 

“Midterm_AR” (see Figure 1) from the Google play market 

to direct the phone’s camera onto the reference blueprint 

provided to the student (see Figure 2). The authors collected 

pre- and post-test data to investigate how significantly the 
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proposed method impacted the spatial orientation skills of 

students, when compared to the conventional method of 

teaching. At the beginning of the fall, 2017, semester, the 

students participated in an online spatial cognition test 

(www.123test.co) to observe their current standing in spatial 

orientation. 

Figure 1. Augmented reality tool for visualization from a 

blueprint. 

Figure 2. Orthogonal view of a blueprint as an image target for 

the AR tool. 

 

The instructor offered both conventional and tutorial-

based lectures in order to demonstrate both two-dimensional 

sketching and three-dimensional modeling techniques using 

3D tools such as extrusion, revolve, helical sweep, etc. prior 

to administering the post-test for data analysis. Creo Para-

metric is one of the most popular 3D modeling programs, 

whose academic license is available to students at no cost, 

which was one of the factors considered in software selec-

tion for this study. Additionally, Creo Parametric has an 

embedded augmented reality feature called “Thingworx” 

that provides AR experience via Vuforia. Figures 3 and 4 

illustrate the sample in-class assignments that students de-

veloped as part of the evaluation. Figure 3 illustrates the 

orthogonal views of a model, where the students visualize 

what the end product’s (the prototype part) two-dimensional 

features are comprised of. 

Figure 3. Two-dimensional sketch for Introductory CAD course. 

Figure 4. Three-dimensional model for Introductory CAD course. 

 

Figure 4 shows the extruded features of a product within 

Creo Parametric. In this exercise, students developed both 

additive and subtractive extrusions of materials. A majority 

of the students had to develop independent 3D models of 

moderate complexity (see Figure 5) and demonstrate their 

3D orientation skills. 



——————————————————————————————————————————————–———— 

Figure 5. Three-dimensional model after four weeks of the course. 

 

Assessment and Results 
 

The purpose of the study was to investigate how an aug-

mented reality tool could influence the spatial reasoning 

skills of freshmen- and sophomore-level engineering stu-

dents. Additionally, the authors explored how prototyping 

exercises such as 3D printing and CNC manufacturing in-

fluenced student learning. The experimental group’s out-

comes were compared to those of previous CAD courses 

(fall, 2016, and spring, 2017), which were delivered con-

ventionally by the same instructor. Although all 35 students 

completed their projects successfully, three students needed 

additional time and coaching to verify that their models 

were accurate.  

Tables 1 and 2 illustrate that the pretest survey results, in 

SPSS, showed that the overall mean (mean pretest = 1.42) 

was lower than the posttest results (mean posttest = 8.58) 

when the augmented reality tool was introduced in the dis-

cussion. The paired sample t-test outcome revealed that the 

introduction of the tool significantly influenced (p val-

ue=0.001<0.05 alpha level) the spatial orientation skills of 

the students. Although the t-test analysis resulted in a signif-

icant difference between the pretest and posttest score 

means, the correlation (r=0.418) revealed that there was less 

than a 50% correlation between the two-average means. 

This result motivated the researchers to collect more data 

and investigate whether the new restructured approach 

would improve the correlation of scores.  

 
Table 1. Paired sample statistics. 

Some of the project challenges included incorrect orienta-

tion of features of the models within the software that ex-

tended the project duration for some students. For example, 

a developed fidget spinner’s ergonomic design was reversed 

during the dimensioning process, which had to be reviewed 

for further analysis. Through class discussion and virtual 

inspection in augmented reality, a number of other projects 

were revised and updated accordingly. One-hundred percent 

class satisfaction and engagement suggested that the study 

was successful and all projects were submitted on time. The 

second phase of the study was to manufacture the prototype 

for physical inspection and 3D print it. Figure 6 illustrates 

two 3D-printed prototypes. The subtractive manufacturing 
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  Mean N 
Std. 

Deviation 

Std. Error 

Mean 
 

Pretest 1.42 19.00 0.69 0.16 

Pair 1  

Posttest 8.58 19.00 0.84 0.19 

  

Paired Differences 

t df 
Sig. 

(2-tailed) 
Mean 

Std. 

Deviation 

Std. Error 

Mean 

95% Confidence Interval 

of the Difference 

Lower Upper 

Pair 1 
Pretest - 

Posttest 
-7.16 0.83 0.19 -7.56 -6.76 -37.40 18.00 0.00 

Table 2. Paired samples test. 
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of the prototype involved splitting the class into groups of   

3-5 students; each group proposed a project to the instructor 

for final submission at the end of the semester. Figure 6 also 

shows how each group member modeled a 3D part inde-

pendently, generated a toolpath for post processing, cut the 

work in a router, and provided the fully assembled result to 

the instructor. Figure 7 shows that some projects, such as 

plagues, could not be assembled; however, the individual 

CNC practice assignment was fulfilled. 

Figure 6. 3D-printed pencil holder and a cup (scaled down). 

Figure 7. Group project with CNC product and final assembly. 

 

Overall, the class was satisfied with the projects and their 

outcomes, some of the students expressed their class experi-

ences as follow: 

 

“I tried my best to put together the whole assembly but 

some of it did not come out the way I wanted to be because I 

was inexperienced with the assembly function. But I must 

say that I had a lot of fun towards the end because I had a 

better understanding of how to develop the models, espe-

cially the last project where I developed a coffee mug and 

printed it on a 3-D printer. Being able to 3-D print a model 

that I developed was very cool to do and I have never in my 

life been able to do such a thing. It was a very good experi-

ence to see how it worked and being able to watch the print-

er actually make the whole entire structure. Although my 

overall grade was not quite how I wanted it to be I still en-

joyed being able to use this software and I can see myself 

doing this in the future at my future job. I really enjoy using 

the program and I hope to find a job working with cad.” 

 

“Our project has been one of the most interesting things 

I’ve done while attending TAMUK. Even though my pencil 

holder is tiny, I am proud of what I have accomplished and 

what I learned today. I never would have thought I would be 

able to learn how to print from a 3D printer. Learning how 

the machine heats up the filament and how the tip distribut-

ed it was mesmerizing to watch. Also, I found it interesting 

to learn that some of the parts of the 3D printer were also 



——————————————————————————————————————————————–———— 

3D printed… Overall, this class has quickly become one of 

the most interesting classes I have taken and I feel it will be 

one of the most useful if I decide to go into the manufactur-

ing industry.” 

 

Conclusions and Continuation of 

Project 
 

The authors investigated how an AR or VR tool influ-

ences the spatial cognition of first- and second-year engi-

neering students. The objective of the project was to devel-

op an AR tool for student use to analyze various features of 

a 3D model and compare it to conventional, 2D orthogonal 

views, as well as inspect the a 3D isometric view of the part 

and hunt for the dimensions from corresponding views of a 

CAD course delivery method. The sample image target of 

Figure 2 can be used as a reference source to visualize the 

3D representation of the part using the AR tool 

(Midterm_AR). The comparative statistical analyses re-

vealed, with 95% confidence interval, that the AR tool pro-

vided significant improvement (p=0.01<0.05 alpha level, 

and mean pretest = 1.42< mean posttest =8.58) in the stu-

dents’ spatial orientation skills. The outcomes of the project 

were satisfactory; therefore, the newly restructured course 

will continue to gather more data for further analyses and 

discussion. Moreover, similar activities, such as the devel-

opment of an AR tool for kindergarten children to provide 

engaged learning, will be incorporated in other computer-

aided design classes—such as Advanced Graphics and 

Modeling and Architectural CAD in the spring, 2018, se-

mester. Vasilyeva & Lourenco (2012) believed that spatial 

cognition skills can be improved at earlier ages, 3-6 and      

7-11, with high impact, as well as later in adulthood with 

special treatment. This project revealed that the incorpora-

tion of AR tools in introductory CAD courses may benefit 

both instructors in spending more time on practical aspects 

of the course, and the engineering community in developing 

similar AR tools for their areas of expertise for further ex-

plorations, as well as the students engaged in learning CAD 

early in their careers.  
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Abstract 
 

Sahave, a start-up company in Illinois, develops commu-

nity service applications, offering three major services: 

blood donation, volunteering, and campaign activities. Each 

user is identified by a certain set of characteristics, thereby 

meeting certain conditions. If a Sahave user, u, subscribes to 

an activity then, as per traditional programming logic, that 

activity notification gets pushed to the rest of the users, U, 

who display a similar set of characteristics to user u. The 

problem arises when one user in the set U is not interested 

in that activity and still ends up receiving the notification. 

This spamming of the uninterested users causes discontent 

and dissatisfaction, and could possibly cause the user to 

quit. In this study, the authors analyzed user behavior and, 

in this paper, propose a preference system for Sahave users. 

In a traditional subscription model, users are notified of 

events for which they have subscribed, and possibly for 

others that similar users have opted-in for. In this paper, the 

authors propose machine learning algorithms to make the 

Sahave’s system smart, by using collaborative filtering, 

content-based filtering, and hybrid filtering.  

 

Collaborative filtering is based on the idea that people 

who agreed in their evaluation to certain items in the past 

are likely to agree in the future. A content-based filtering 

system works with data that the user provides, either explic-

itly (providing feedback) or implicitly (clicking on a link). 

A user profile is created based on user data and is used to 

make suggestions to the user. The system improves over 

time by self-training as the user provides more input or 

takes actions on the recommendations. A hybrid approach 

combines content-based filtering and collaborative filtering, 

utilizing the benefits of both. Depending on the problem and 

situation, Sahave can choose the system that will work best. 

 

Introduction 
 

Sahave is a startup organization in Illinois, working on 

community service application products. The community 

service application, also known as Sahave, deals with blood 

donation, volunteering, and campaign creation services (to 

avoid ambiguity, the company will be referred to as 

“company Sahave” and the application as just “Sahave”). 

Sahave has built a mobile application using technologies 

such as Angular JS, Ionic, Node.js, and MongoDB. This 

application resides on Amazon’s web service server. The 

application has a major feature that notifies users about 

related events. The current notification system in the 

application is not intelligent enough to understand user 

interest before sending a notification. This could cause some 

problems for users who may perceive these notifications as 

spam, due to the low-intelligent nature of the application.  

 

Traditional machine learning is defined as, “A computer 

program is said to learn from experience E with respect to 

some class of tasks T and performance measure P if its per-

formance at tasks in T, as measured by P, improves with 

experience E” (Mitchell, 1997). Machine learning can be 

very powerful with the help of more data, as illustrated in 

Figure 1. Because of the evolution of big data, due to social 

media, IoT, etc., there is a surplus of data available to train 

machine-learning models to perform intelligent operations.  

Figure 1. Machine learning application. 

 

Take Netflix as an example. Initially, Netflix was a movie 

rental website, but with the help of a technology revolution, 

it started streaming video and on-demand services. As there 

is a significant number of videos and on-demand services 

available online, the user faces difficulty in choosing what 

to watch. Netflix added a recommendation feature with the 

help of machine-learning techniques, which suggested 

movies to users based on their viewing history. The Netflix 

recommendation system is quite intelligent for predicting 

which movie is best for the user, based on past action data.  

 

Specific Problem 
 

This paper mainly focuses on problems that Sahave users 

are facing, due to the notification system. The company 

Sahave offers three services: blood donation, volunteering, 

and campaign services. Blood donation services allow the 
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administrators to create a blood donation request for 

collecting blood from donors. Volunteer services allow 

administrators to create opportunity requests for social 

service activities for volunteers to sign up. Campaign 

services allow administrators to run campaign activities for 

specific causes to provide support for a specifically targeted 

cause and/or people.  

 

Presently, company Sahave has a recommendation 

notification system, Sahave, which notifies users of 

interesting and related event details. However, the current 

system has difficulty in understanding user interests in 

detail. If the Sahave user has created a campaign about 

breast cancer and is encouraging women of certain ages to 

get mammography exams, then most likely male users of 

the system would not be interested in receiving this 

notification. However, the current system will push this out 

to all users (based on the location) who may have 

subscribed to health-related campaigns. Sahave depends 

only on broad-user preferences and location details to push 

such notifications. The blood donation service allows users 

to participate in blood donation programs. Users can also 

become administrators and can create their own blood 

donation activity. Once a user-cum-administrator has 

created an individual blood donation activity, it then 

becomes a challenge for Sahave to identify which users 

should be notified. Figure 2 explains the current Sahave 

blood donation notification system functionality. 

Figure 2. Blood donation service notification system. 

 

Currently, a user-cum-administrator-created activity, 

Sahave, based on the details of location and blood group of 

that activity, sends notifications to the users, where user 

location and blood group details match up. However, it does 

not take into account the fact that the very same users have 

not shown prior interest in similar activities. An intelligent 

system is needed to analyze user profiles with past user data 

to make smart decisions about which users should be 

notified of the new event. The current system sends a 

notification to all matched users irrespective of users past 

data. 

Volunteer service offers a platform to the users to create 

volunteer activities. In this service, every user has the ability 

to create events for different service-oriented purposes. 

Suppose a Sahave user created a spoken English 

development program activity to help people improve 

conversational English skills. Figure 3 explains the current 

Sahave volunteer service notification system functionality. 

Figure 3. Volunteer service notification system. 

 

The event will be conducted in a particular place at a 

specific time. After the user has created the event, the 

current Sahave recommendation system will push the 

notifications to all of the users located in that particular area 

with the matched skillset, using some predefined conditions. 

However, this is not useful for a user already proficient in 

English. If a similar activity is created again and the same 

user is spammed again with a notification for an English 

class event, the user may be extremely unhappy and will 

most likely either block or unsubscribe from the notification 

list. A user always expects to receive recommendations that 

match his or her interests. If the system sends unrelated 

notifications at regular intervals, then the user will not be 

happy. The main problem in the current system is that it is 

too difficult to understand varying user interests. The trou-

ble with the current system is that it is not able to correlate 

user personal criteria with past activities. If 100 Sahave us-

ers create a volunteer event at the same place with the same 

criteria, then it pushes notifications to all users who meet 

these criteria 100 times. However, this will cause quite an 

unpleasant experience for users, especially when they might 

not be interested in such activities. 

 

Research 
 

The research problem needs to take into account details 

using different contexts and note that solving this problem 

using traditional programming languages would be difficult. 

The recent technology evolution in big data offers support 
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to intelligently deal with user problems. Machine learning 

can deal with problems that are difficult to resolve using 

traditional programming languages.  

 

A machine-learning model was developed using different 

algorithm functions. Many algorithms can help in develop-

ing a machine-learning model to understand user prefer-

ences in different dimensions for effective recommenda-

tions to the users. But every model requires user “training” 

data to predict values in a real-time scenario based on such 

data. The current system can be replaced with the new ma-

chine-learning-based recommendation system, which is 

broadly divided into three approaches, based on user data: 

collaborative filtering, content-based filtering, and hybrid 

filtering (Aggarwal, Tomar, & Kathuria, 2017). 

 

Collaborative Filtering 
 

Assumption. Users having a similar interest in the past are 

most likely to have a similar interest in future. 

 

Collaborative filtering is defined as the system trying to 

send a notification to the user based on the popularity of the 

item. Collaborative filtering is classified into two types, 

based on items and users (Aggarwal, Tomar, & Kathuria, 

2017). Figure 4 shows user-based filtering and is based on 

user reviews such as ratings on specific items. Now suppose 

that user X is attending three events—a dance class, an Eng-

lish language verbal event, and an English language writing 

skills event—and user Y is attending two of those three 

events. In this case, user-based filtering suggests that user Y 

attend the remaining third event. Here, there is a correlation 

between user X and user Y, so an algorithm identifies un-

matched events that can be recommend to each user. A user-

based collaborative filtering system makes the recommen-

dations to users based on user data. 

Figure 4. User-based collaborative filtering (UB-CF). 

Figure 5 shows item-based collaborative filtering, which 

mainly explores the relationship between items. If a user 

attends a particular volunteer event, then he/she may attend 

other, closely related events. Or, if user X is attending an 

English language verbal event and many users in the past 

also attended an English language writing skills event along 

with the verbal event, then there is a high probability that 

user X would also like to attend an English language writing 

skills event (Collaborative, 2012). An item-based collabora-

tive filtering system makes the recommendations based on 

item data. 

Figure 5. Item-based collaborative filtering (IB-CF). 

 

Here is another example to illustrate how a collaborative 

filtering system makes recommendations. Table 1 presents 

five opportunity creation events and five people. A “+” indi-

cates that the person participated in the event, and a “–” 

indicates that the person did not participate in the event. To 

predict if Ken would like to attend an event for résumé 

building, his previously attended events are compared to the 

events of the other users. In this case, the events of Ken and 

Mike are identical, and Mike liked résumé building, so eve-

ryone can predict that Ken likes the résumé building oppor-

tunity as well. 

 
Table 1. User event attendance. 
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  Amy Jeff Mike Chris Ken 

Cricket – – +  + 

Teaching Skills – + + – + 

Acting +  – + – 

Business Skills – – + – + 

Resume building – + + – ? 
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However, the system cannot depend on similar-person 

criteria every time. Instead of relying on the most similar 

person, a prediction is usually based on the weighted aver-

age of several users’ recommendations. How can the system 

calculate a weight coefficient to assign to user attendance 

values? The weight given to a person’s attendance is deter-

mined by the correlation between that person and the person 

who will make a prediction.  

 

As a measure of correlation, the Pearson correlation coef-

ficient can be used. The Pearson correlation coefficient 

helps to determine the relationship between two variables; 

the relationship unit varies from -1 to +1, -1, when there is a 

perfect negative linear relationship and +1, when there is a 

perfect positive linear relationship (Sari, Dal’Col Lúcio, 

Santana, Krysczun, Tischler, & Drebes, 2017). The 

relationship between two persons/events can be calculated 

using this coefficient. The attendance of persons X and Y of 

event k is written as X k and Y k, while X! and Y! are the 

mean values of all their event attendance in the past. The 

correlation between X and Y is then given by Equation 1 

(Collaborative, 2012): 

 

 

(1) 

 

 

In Equation 1, k is an element of all of the events that 

both X and Y have attended in the past. A prediction for the 

event attendance of person X of the event item i, based on 

the attendance of people who have attended event 

item i, can be computed using Equation 2 (Collaborative, 

2012): 

 

 

(2) 

 

 

where, k consists of all of the people, n, who have attended 

event item i.  

 

Note that a negative correlation can also be used as a 

weight. For example, Amy and Jeff have a negative correla-

tion and Amy did not like résumé building, which could be 

used as an indication that Jeff will enjoy résumé building. If 

no one has attended event item i, the prediction is equal to 

the average of all of the events that person X attended. The 

constrained Pearson measure is similar to the normal Pear-

son measure but uses the mean value of possible attended 

events instead of the mean values of the attended events of 

persons X and Y. The system can make accurate predictions 

to Sahave users based on a collaborative filtering mecha-

nism. 

Content-Based Filtering 
 

Assumption. The key parameters in the content of an item 

are more closely related to the user experience data than the 

generic metadata. Hence, this will separate relevant items 

from non-relevant items. 

 

A content-based recommendation system works with user

-provided data. Based on those data, a user profile is gener-

ated, which is then used to make suggestions to the user. As 

the user provides more input or takes action on recommen-

dations, the engine becomes more and more accurate 

(Aggarwal, Tomar, & Kathuria, 2017). Term frequency 

(TF) and inverse document frequency (IDF) are used 

in information retrieval systems as well as content-based 

filtering mechanisms. They are used to find the comparative 

importance of a document, article, news item, movie, etc. 

TF is known as the frequency of a word in a document. IDF 

is defined as the inverse of the document frequency among 

the whole corpus of documents (Aggarwal, Tomar, & 

Kathuria, 2017). 

 

Figure 6 shows the content-based filtering mechanism. As 

per the content-based filtering approach, this new system 

creates profiles for each user, based on the user’s previous 

action data. If a user-cum-administrator created two volun-

teer activities, say, training on Web development and train-

ing on writing development, the new system will find which 

activity is notified based on the word terms in the activity 

data and user profile data. It is certain that “the” will occur 

more frequently than “development,” but the relative im-

portance of “development” is higher than the more frequent 

word “the.” A TF-IDF weighting technique will negate the 

effect of high-frequency words in determining the im-

portance of an activity to the user. 

Figure 6. Content-based filtering mechanism. 

 

 While calculating a TF-IDF, many unimportant high-

frequency words, such as “the,” “and,” “more,” etc. can be 

identified. The log is then used to dampen the effect of high
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-frequency words, as indicated by Equation 3. For exam-

ple, TF = 3 vs TF = 4 is vastly different from TF = 10 vs   

TF = 1000. The importance of a word cannot be calculated 

using simple word count in an item (Aggarwal, Tomar, & 

Kathuria, 2017). Table 2 indicates that the effect of high-

frequency words is dampened, and new values are more 

comparable to each other, as opposed to the original raw-

term frequency. 

 
 

(3) 

 

 
Table 2. Term frequency and weighted term frequency values. 

The TF-IDF Method 
 

Eliminate stop words—Example: “in,” “the,” “so,” “but,” 

etc. Find the importance of a word’s measure by calculating 

the TF.IDF score (term frequency multiplied by inverse 

document frequency). 

  

Term frequency—Word count in the content: 

 

TF(t)  = (Number of times the term t appears in the doc-

ument) / (Total number of terms in the docu-

ment) 

IDF(t) = loge(Total number of documents / Number of 

documents with the term t in it) 

 

Assume that two events and a user profile contain the 

words listed in Table 3, then calculate term frequency and 

inverse document frequency. 

 

How the Vector Space Model Works  
 

TF (training, v1) = 3/6 = 0.5  

TF (training, v2) = 1/4 = 0.25 

TF (user, u) = 1/6 = 0.16 

IDF (training) = log (3/3) = 0  

TF.IDF (training, v1) = 0*0.5 = 0  

TF.IDF (training, v2) = 0*0.25 = 0  

TF.IDF (user, u) = 0*0.16 = 0  

 

TF (Web, v1) = 2/6 = 0.33  

TF (Web, v2) = 0/4 = 0  

TF (user, u) = 2/6 = 0.66  

IDF (Web) = log (3/2) = 0.17  

TF.IDF (Web, v1) = 0.33*0.17 = 0.22  

TF. IDF (Web, v2) = 0.17*0 = 0 

TF. IDF (user, u) = 0.17*0.66 = 0.11 

 

TF (writing, v1) = 0/6 = 0  

TF (writing, v2) = 1/4 = 0.25 

TF (user, u) = 1/6 = 0.16 

IDF (writing) = log (3/2) = 0.17  

TF.IDF (writing, v1) = 0.17*0 = 0  

TF. IDF (writing, v2) = 0.17*0.25 = 0.04 

TF. IDF (writing, u) = 0.17*0.16 = 0.02 

 

TF (Development, v1) = 1/6 = 0.16  

TF (Development, v2) = 2/4 = 0.5 

TF (Development, u) = 2/6 = 0.66 

IDF (Development, V ) = log (3/3) = 0  

TF.IDF (Development, v1) = 0.16*0 = 0  

TF. IDF (Development, v2) = 0.5*0 = 0 

TF. IDF (Development, v2) = 0.66*0 = 0 

 
Table 3. User profile, volunteer events 1 and 2, and word count. 

After calculating TF-IDF scores for the user profile, and 

volunteer events as shown in Table 4, the system can deter-

mine which event is closer to the user profile. This is ac-

complished using the vector space model, which computes 

the nearness, based on the angle between the vectors. A 

vector space model is algebraic, which helps in filtering 

information and relevancy ranking (Arguello, 2013). A vec-

tor is a point in the vector space; thus, calculating the simi-

larity between two items is required. The items need to be 

stored as vectors of attributes in n-dimensional space.  

1 0   . .
1   ,    1 0

 0 ,   

t d t d
lo g tf i f t f

o th e r w is e

 



Term Frequency Weighted Term Frequency 

0 0 

10 2 

1000 4 

Volunteer event 1(v1) Word Count 

 Training 3 

 Web 2 

 Development 1 

Volunteer event 2(v2) Word Count 

 Training 1 

 Writing 1 

 Development 2 

User profile(u) Word Count 

 Training 1 

 Writing 1 

 Development 2 

 Web 2 
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Table 4. User profile and volunteer events 1 and 2.  

Figure 7 represents the three-dimensional vector space for 

simplicity, which is defined as a basis vector with “training 

web development” attributes. Figure 7 is a 3D representa-

tion of three attributes: development, Web, and training. 

The vector space model ranks the event based on vector 

space similarity between volunteer activity events and user 

profiles. The system performs a cosine similarity between 

the user profile vector and volunteer activity vector then 

calculates the angle between the vectors. From Equation 4, 

the ultimate reason for using cosine is that the value of co-

sine will increase with a decreasing value of the an-

gle, which signifies more similarity. The angle between the 

user profile vector and volunteer activity 1 is 0, and the an-

gle between the user profile vector and volunteer activity 2 

is 90. Hence, volunteer activity 1 is closer to the user pro-

file. 

Figure 7. Vector space model. 

 

 

(4) 

 

 

Hybrid Filtering 
 

Many times, there will be scenarios for which either con-

tent-based filtering or collaborative filtering may not apply 

completely, or both of them can be used. For these scenari-

os, the recommendation system uses hybrid filtering. Both 

content-based filtering and collaborative filtering have their 

advantages and disadvantages. The following specific prob-

lems can be distinguished for content-based filtering. 

• Content description: It is difficult to generate a mean-

ingful content description in every area of business 

(Hybrid, 2012).  

• Over-specialization: A content-based filtering system 

could not recommend items if the last user’s behavior 

does not provide evidence for this. Additional tech-

niques must be added to allow the system the capa-

bility to make a recommendation that is not within 

the scope of what the user has already shown interest 

in (Hybrid, 2012). 

 

A collaborative filtering system does not have these 

weaknesses, because it does not require content in order to 

recommend an item to a user. The system can handle any 

kind of information. Furthermore, the system can recom-

mend items to a user that may have very different content 

from what the user has previously indicated interest in. Fi-

nally, because recommendations are based on the opinions 

of others, it is well suited for subjective domains like art. 

However, collaborative filtering does introduce certain 

problems of its own: 

• Early-rater problem: Collaborative filtering systems 

are not able to recommend new items to users, since 

they do not have user ratings on which to make pre-

dictions. Even if users start participating in events, it 

will take some time before the events have received 

enough of a participation count to make accurate 

recommendations. Similarly, recommendations will 

also be inaccurate for new users only having attended 

a few events (Hybrid, 2012). 

• Sparsity problem: In many information domains, the 

items have more data for a person that they can dis-

cover. This makes it hard to find events that are at-

tended by enough people on which to base predic-

tions (Hybrid, 2012). 

• Gray sheep: In general, user groups with overlapping 

characteristics are needed. Even if such groups exist, 

individuals may not be able to agree or disagree with 

any group of people and will receive incorrect recom-

mendations (Hybrid, 21012). 

 

A hybrid filtering system is a combination of content-

based filtering and collaborative filtering. This system could 

take advantage of both the representation of the content as 

well as the similarities among users. In a hybrid approach, 

two types of information need to be combined for the rec-

ommendation, and it is possible to use the recommendations 

of the two filtering techniques independently (Hybrid, 

2012). 

S.no Web Training  Development 

Volunteer event 1 0.66 0 0 

Volunteer event 2 0 0 0.33 

User profile  0.11 0 0 

  1  .    
c o s   

  1      

v o lu n te e r a c tiv ity u s e r p r o file

v o lu n te e r a c tiv ity u s e r p r o file
 



——————————————————————————————————————————————–———— 

Collaborative filtering is based on the correlation between 

users to make predictions. Such a correlation is most mean-

ingful and accurate when users have attended many events 

in common. Furthermore, the lack of access to the content 

of the items prevents similar users from being matched, 

unless they have attended the exact same event. For exam-

ple, if one user liked the event “listening skills” and another 

liked the event “writing skills,” they would not necessarily 

be matched together. A hybrid approach called collabora-

tion via content deals with these issues by incorporating 

both the information used by content-based filtering and 

collaborative filtering. In collaboration via content, both the 

attendance at events and the content of the events are used 

to construct a user profile. The selection of terms that de-

scribe the content of the events is done using content-based 

techniques. The weight of terms indicates their importance 

for the user. Table 5 shows an example of the kind of infor-

mation available for making a prediction about the event 

résumé building for Ken with collaboration via content.  

 
Table 5. User attendance and event content scores. 

Just as with collaborative filtering, the Pearson correlation 

coefficient can be used to compute the correlation between 

users. Instead of determining the correlation with a user 

who attended the events, however, term weights are used. 

Because this method has a greater number of items from 

which to determine similarity than collaborative filtering, 

the problem of users not having enough common events 

attended is no longer an issue. Furthermore, unlike content-

based filtering, predictions are based on the impressions of 

other users, which could lead to recommendations outside 

the normal environment of a user. However, to make recom-

mendations about events, it is still necessary that enough 

users attend the event. Just as with collaborative filtering, 

new events cannot be recommended if no user has attended 

the events. 

 

Another approach to combining collaborative and content

-based filtering is to make predictions based on a weighted 

average of the content-based recommendation and the col-

laborative recommendation. The rank of each item being 

recommended could be a measure of the weight. In this 

way, the highest recommendation receives the highest 

weights. 

 

Discussion 
 

This study shares the most useful techniques for utiliza-

tion in the Sahave application for the effective recommen-

dation engine. Both collaborative and content-based filter-

ing approaches have their own ways of resolving the issue, 

but using a combination of both approaches can address the 

issue in a different context. Applications cannot blindly rely 

on these systems, because both have limitations. If the ap-

plication does not have sufficient data, users cannot expect 

accurate recommendations. If the application has fewer us-

ers, then it would be good to have a traditional recommen-

dation system engine instead of developing one that is based 

on machine learning. Users can expect good recommenda-

tions from the system recommended from this study, if and 

only if the user and item counts are relatively high. If user 

access is minimal, then there might be a chance of inaccu-

rate recommendations getting pushed to the users, due to 

inconsistent user data.  

 

Conclusions and Future Work 
 

Sahave is an application for community work such as 

blood donation, volunteer activities, and managing cam-

paigns. It currently faces problems when it tries to notify its 

users of new events, sometimes resulting in unwanted/

unneeded notifications. Overall, these problems can be con-

siderably decreased by using the methods discussed in this 

paper. Sometimes it is difficult to recommend exact user 

interests every time. If the system does not have a good 

amount of user data, then it is difficult to predict user inter-

est accurately. In this paper, the authors discussed three 

models for resolving user problems. Many organizations 

prefer to implement a hybrid filtering approach, as it com-

bines both content-based and collaborative filtering ap-

proaches. Sahave has not yet implemented a recommenda-

tion system using machine-learning techniques. They have 

just recently launched the Sahave application. Once a rela-

tively large amount of data is generated, then they make use 

of the system recommended in this study.  
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Abstract 
 

It is an established fact that the emotional state of human 

drivers influences their driving performance. Negative emo-

tions while driving may have serious consequences, such as 

road-rage incidents and fatal crashes. If, however, a vehicle 

is “smart” enough to respond to a driver’s undesirable emo-

tional state, it may be able to thwart negative outcomes of 

these accidents. Positive and negative emotions are ex-

pressed differently by humans through their speech and fa-

cial expressions. Since speech-based systems are less dis-

tracting than visual interactive systems for in-car applica-

tions, the authors present here an acoustic system for ana-

lyzing four different human emotions: anger, happiness, 

sadness, and neutrality (no emotion). However, speech emo-

tion recognition is an emerging field and presents many 

challenges. The set of most powerful features that can dif-

ferentiate between emotions is not defined; hence, the selec-

tion of features is a critical task. Since spectral features are 

primary indicators of human emotions and temporal features 

better model transitions in emotions, the authors analyzed 

these two types of acoustic features for emotion recognition. 

Frequency formants are used as spectral and zero-crossing 

rate as temporal features. A new algorithm based on a deci-

sion tree was designed to utilize these features for speaker-

dependent emotion recognition.  

 

Introduction 
 

Speech is a method of communication or expression of 

thoughts in spoken words. It is the most common and fastest 

means of communication between humans. This fact com-

pelled researchers to study acoustic signals as a fast and 

efficient means of interaction between humans and ma-

chines. For authentic human-machine interaction, the ma-

chines should exhibit sufficient intelligence to distinguish 

different human voices and their emotional states. It is well 

known that the emotional state of human drivers highly in-

fluences their driving performance. Road-rage incidents 

occur when drivers become emotionally enraged due to the 

actions of another driver. This anger may lead to a high-

speed chase, tailgating, and sometimes even death due to a 

traffic crash or physical contact. If a car is “intelligent” 

enough to respond to a driver’s emotional state, it may be 

able to thwart negative outcomes of road-rage incidents. 

 

Speech emotion recognition, extracting the emotional 

state of speakers from acoustic data, plays an important role 

in enabling machines to be intelligent. Most current research 

in this field focuses on using facial recognition techniques 

to characterize emotion (Tarnowski, Kołodziej, Majkowski, 

& Rak, 2017). However, for vehicle-centric applications, 

audio and speech processing may provide better noninva-

sive and less distracting solutions than other interactive in-

vehicle infotainment systems (Lo & Green, 2013). Hence, 

utilization of acoustic features is preferred for emotion 

recognition in human drivers. In this paper, the authors pre-

sent a new algorithm based on low-level acoustic features 

for emotion recognition of four common emotions: anger, 

happiness, sadness, and neutrality. 

 

Speech is a complex signal containing information about 

messages contained in speech, speaker, language, and emo-

tions. It contains linguistic (encoded in speech) and paralin-

guistic (related to speaker) information. The primary objec-

tive of speech is to convey information, encoded as linguis-

tic content. Paralinguistic information includes a speaker’s 

age, sex, emotional state, and cognitive capacities. Due to 

their cognitive abilities, humans are capable of both convey-

ing and understanding linguistic and paralinguistic parts of 

speech with minimal effort. Speech processing can be de-

fined as the field to determine speech features, understand 

how the features characterize the information contained in 

speech, and implement this knowledge to design machines 

capable of understanding human speech. Although speech 

processing deals only with the physiological nature of the 

speech signal, the speaker’s emotional state also imparts 

some of the features to human speech. Additionally, differ-

ent human emotions affect speech features distinctively and, 

hence, to have optimized speech recognition systems, the 

human emotions in speech also must be considered. Acous-

tic emotion recognition finds many applications in the mod-

ern world, ranging from interactive entertainment systems, 

medical therapies, and monitoring from various human safe-

ty devices (Cavazza, Charles, & Mead, 2002; Yang & Chen, 

2012; Kessous, Castellano, & Caridakis, 2009; Ververidis & 

Kotropoulos, 2006). 
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Background 
 

Emotions are specific and consistent collections of physi-

ological responses triggered by internal or external stimuli 

as a representation of certain objects or situations. The inter-

nal stimuli consist of changes in a person’s body that pro-

duces pain, or an external stimulus such as the sight of an-

other person; or the representation, from memory, of a per-

son, or object, or situation in the human thought process. 

The research also suggests that the basics of most emotional 

responses are preset in the genome (Damasio, 2000). In a 

general sense, emotions are a part of the bio-regulatory 

mechanism that humans have evolved to maintain life and 

survive. Emotions form an intermediary layer between stim-

ulus and behavioral reaction, which replaces rigid reflex-

like response patterns, allowing for greater flexibility in 

behavior (Scherer, 1982; Tomkins & Karon, 2008). 

 

It has also been suggested that one of the major functions 

of emotion is the constant evaluation of stimuli in terms of 

relevance and the preparation of behavioral responses that 

may be required by these stimuli (Scherer, 1982; Arnold, 

1963). Emotional reactions are essential in acquiring new 

behavior patterns and are a prerequisite for learning (Bower, 

1981; Mowrer, 1973). The precise composition and dynam-

ics of emotions are specific to an individual and are based 

on environmental and individual development. However, 

basic traits are consistent across all humans.  

 

Speech is an informative source for the perception of 

emotions; for example, talking in a loud voice when feeling 

very happy, speaking in an uncharacteristically high-pitched 

voice when greeting a desirable person, or the presence of 

vocal tremor when something fearful or sad has been expe-

rienced. This mental recognition of emotions indicates that 

listeners are able to infer the speaker’s emotional state rea-

sonably accurately, even when the visual information about 

a speaker, such as the speaker’s photo or video, is unavaila-

ble. This theory of cognitive emotion inference forms the 

basis for speech emotion recognition (Udhan & Bernadin, 

2018). 

 

Based on the definition of emotions as including a physio-

logical component, both voluntary and involuntary effects 

on the human speech production apparatus can be expected, 

and the characteristics of vocal expression are the net result 

of these effects (Sethu, Epps, & Ambikairajah, 2014). Re-

searchers have noted that characteristics affecting human 

movement also affect the voice production mechanism and, 

consequently, the voice. This theory is substantiated by the 

fact that vocal expressions of all basic emotions are similar 

in different languages (Udhan & Bernadin, 2018; Sethu, 

Epps, & Ambikairajah, 2014). Another research finding 

suggests that various aspects of a speaker’s physical and 

emotional state, including age, sex, and personality, can be 

identified by voice alone (Kramer, 1963). This presence of 

low-level information even in short utterances can influence 

the interpretation of the words being uttered; moreover, the 

emotions can be recognized from segments of speech as 

short as 60 ms (Pollack, Rubenstein, & Horowitz, 1960). 

Consequently, Scherer, Banse, & Wallbott have demonstrat-

ed that emotion can still be recognized even if the linguistic 

content of the message contained in speech is not interpret-

ed; this serves as evidence for the existence of vocal 

(acoustic) characteristics specific to emotions (2001). 

 

Experimental listening studies with human subjects 

demonstrate a strong relationship between qualitative acous-

tic features and perceived emotions (Gobl, 2003); many 

researchers studying the auditory aspects of emotions have 

been trying to define this relation (Cowie, Douglas-Cowie, 

Tsapatsoulis, Votsis, Kollias, Fellenz, & Taylor, 2001; Mur-

ray & Arnott, 1993). Different speech features, such as 

pitch, energy, frequency band ratios, jitter, shimmer, and 

frequency formants, are researched for the purpose of 

acoustic emotion recognition. However, feature selection 

for acoustic emotion recognition is in the early stages of 

research, since no set of ideal features is available to be 

readily used for optimal emotion recognition techniques. 

 

Challenges of Acoustic Emotion 

Recognition 
 

The development of machines capable of demonstrating 

human conversational skills is one of the long-sought goals 

of speech recognition. However, understanding linguistic 

and paralinguistic parts of speech using a machine has not 

yet been achieved. Specifically, extraction of paralinguistic 

parts of speech involving emotions is a challenging task, 

since machines do not have the cognitive capabilities that 

humans do. The importance of emotion recognition systems 

has increased with the need to improve naturalness and effi-

ciency of speech-based human-machine interfaces (Cowie 

et al., 2001). The aim of an emotion recognition system is to 

extract features that are representative of the speech patterns 

characterizing only the emotional state of the speaker, while 

simultaneously masking the patterns that are characteristic 

of all other information (Udhan & Bernadin, 2018). Such 

features can then be utilized for automatically determining 

the emotional state of the speaker. However, no ideal fea-

tures are identified, and the search for the best features that 

maximize emotion-specific information, while minimizing 

dependence on other aspects, is one of the central challeng-

es in emotion recognition. 

 



——————————————————————————————————————————————–———— 

Since ideal features do not exist, pattern recognition tech-

niques are used to make a decision about an emotional state 

based on chosen features. Depending on which aspect of the 

speech signal they describe, features are broadly categorized 

into low-level or high-level descriptors. Low-level features 

describe the acoustic, prosodic, or spectral properties of the 

speech signal, without considering the linguistic content of 

the speaker’s message (Udhan & Bernadin, 2018). High-

level features, on the other hand, are based explicitly on 

linguistic content without taking into account any variations 

in the acoustic features of the speech signal. Even though 

evidence suggests that both contain emotion-specific infor-

mation (Chul & Narayanan, 2005), to limit the complexity 

of the emotion recognition system, most acoustic emotion 

recognition systems rely on low-level acoustic, prosodic, 

and spectral features (Ververidis & Kotropoulos, 2006; 

Kwon, Chan, Hao, & Lee, 2003). 

 

The lack of agreement about a theory of emotions compli-

cates this process of data collection. Human languages ex-

hibit many “emotion denoting” adjectives. A “Semantic 

Atlas of Emotion Concepts” lists 558 words with emotional 

connotations (Sethu, Epps, & Ambikairajah, 2014; Averill, 

1975). It is very challenging to represent these high num-

bers in both collecting emotion data and constructing auto-

matic recognizers that are capable of distinguishing such a 

large number of classes (Cowie & Cornelius, 2003). How-

ever, it may be that not all of these terms are equally im-

portant and, given the specific research aims, it could be 

possible to select a subset of these terms for fulfilling cer-

tain requirements.  

 

While the aim of these approaches is to reduce the num-

ber of emotion-related terms, it has also been argued that 

emotions are a continuum and these terms, even a very large 

number of them, do not capture every shade of emotion a 

person can distinguish. The dimensional approach to emo-

tion categorization is also related to this line of argument 

(i.e., it describes shades of emotions as points in a continu-

ous two- or three-dimensional space). Emotional states are 

described in terms of a two-dimensional circular space, with 

its axes labelled “activation” or “arousal” (going from pas-

sive to active) and “evaluation” or “valence” (going from 

negative to positive) (Cowie et al., 2001). Figure 1 shows a 

two-dimensional emotion states model depicting different 

emotional states. An important question with the dimension-

al approach is then if these emotion dimensions capture all 

relevant properties of the emotion concepts or if they are 

simplified and reduced descriptions. For the analysis and 

from a recognition point of view of acoustic emotion recog-

nition, a continuum of emotions is an intractable problem, 

and a finite and relatively small number of emotional cate-

gories are a necessity. 

 

Figure 1. Two-dimensional emotion state model. 

 

Another challenge in emotion recognition is the lack of a 

common database to compare recognition rates. Scherer 

(2003) stated that a review of about 30 studies yielded an 

average recognition rate of about 60%. However, direct 

comparisons of recognition rates are futile, since different 

datasets analyze different emotions. The datasets collected 

from acted and elicited emotional speech are also one of the 

challenging factors. There is no clear consensus, since the 

acted speech data may not reflect what emotions people 

would produce spontaneously. However, research shows 

that even elicited emotions are acted, although for different 

reasons (Cowie & Cornelius, 2003). Using speech based on 

acted emotions has numerous advantages; namely, control 

over the verbal and phonetic content (different emotional 

states can be produced using the same emotionally neutral 

utterance) and ease of producing full-blown emotions. The 

high level of control over the linguistic content could also 

potentially allow direct comparisons of prosodic and voice 

quality parameters for different emotional states.  

 

Data Description  
 

The emotional speech database used in these current ex-

periments was the LDC Emotional Speech and Transcripts 

Corpus. This database was mainly chosen on the basis of 

language and variety of emotions. The dataset is in English 

and contains 14 emotions along with the neutral state. It 

contains data from three male and four female speakers, 

including audio recordings and the corresponding tran-

scripts. The audio was recorded at a sampling rate of 22,050 

Hz. Professional actors were used as subjects for recording 

the data. The emotion categories were neutral, hot anger, 
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cold anger, panic, anxiety, despair, sadness, elation, happi-

ness, interest, boredom, shame, pride, contempt, and disgust 

(Liberman, Davis, Grossman, Martey, & Bell, 2002). This 

research analyzed data from one male and one female 

speaker. Data samples for only four emotions were consid-

ered for emotion recognition, since these four emotions are 

the most frequently occurring emotions in everyday life: 

anger, happiness, sadness, and neutrality (no emotion), and 

the impact of negative emotions like anger and sadness are 

more harmful in driving applications than the other emo-

tions (James & Nahl, 2000). 

 

Methodology 
 

In this study, the authors evaluated two acoustic features, 

zero crossing rate and frequency formants, temporal and 

spectral features, respectively, to recognize the four differ-

ent emotions for an acted speech dataset. The choice of fea-

tures was based on readily available tools for calculation of 

these features. Since these were one-dimensional features, 

they could be easily analyzed for vehicle-centric applica-

tions. Values for total zero crossings and frequency for-

mants were acquired using PRAAT software. Mean zero 

crossing rate and first four frequency formants were used 

for emotion recognition. Zero crossing rate (ZCR) is a fea-

ture that characterizes only a part of the spectrum. It pro-

vides a rough estimate of the dominant frequency in the 

speech signal encapsulated in a single-dimensional frame-

based feature. ZCR has previously been used as a feature for 

emotion recognition (Huang & Ma, 2006; Lugger, Janoir, & 

Yang, 2009). For discrete time, it can be calculated using 

Equation 1: 

 

(1) 

 

 

where, x[i]  is the speech signal; x−1(N) is a temporary array 

created to store previous frame values; and, N is the total 

number of samples in a frame (Lugger, Janoir, & Yang, 

2009). 

 

A zero crossing occurs if the successive samples have 

different algebraic signs, where the values of sign are a 

function of Equation 2: 

 

 

 

(2) 

 

 

 

For this study, mean zero crossing rates were evaluated 

for each utterance of a single emotion and used as a feature 

for emotion recognition. Frequency formants can be defined 

as resonances of vocal tract and estimation of their location 

and frequencies at that location, which is significant for 

emotion recognition (Khulage & Pathak, 2012). In this 

study, the first four frequency formants corresponding to the 

maximum pitch were used for emotion recognition. Figure 2 

shows the block diagram of emotion recognition. The fea-

tures acquired from PRAAT were evaluated using a deci-

sion-tree-based algorithm designed in MATLAB. While 

analyzing emotion data, 80% was used for training and 20% 

for testing the accuracy of the emotion recognition algo-

rithm. A total of 20 test signals were used for each speaker.  

Figure 2. Block diagram of acoustic emotion recognition. 

 

Results and Discussion 
 

The frequency formants for male speakers do not have 

many variations across the same emotion category and, 

hence, provide a reliable feature for emotion recognition. 

Although mean ZCR is a good criterion for speech recogni-

tion, it does not establish any concrete pattern for emotion 

recognition and gives similar values for all of the emotions. 

As a result, emotion recognition in male speakers has an 

accuracy rate of 85% for acoustic test signals. The first two 

frequency formants have distinct values for each emotion, 

which result in higher emotion recognition accuracy. For 

female speakers, the frequency formants have a very wide 

range for three emotions: happiness, sadness, and anger. 

Hence, the mean ZCR becomes a critical criterion for emo-

tion recognition. The mean ZCR, however, is almost similar 

for happiness and anger, since both emotions represent high 

arousal. The formants for emotions sadness and neutrality 

have quite similar values, which resulted in the lowest accu-

racy for sad emotion in the female speaker of about 60%. 

The overall accuracy of emotion recognition for the female 

speaker using this method was 71%.  

 

Table 1 shows the confusion matrix for overall accuracy 

of the emotion recognition system for both male and female 

speakers using this method. The low accuracy in emotions 

sadness and neutrality was specifically attributed to the fe-

male speaker. An increased number of sample errors in 

emotions anger and happiness were due to both being high-
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arousal emotions resulting in high formant frequencies. Fig-

ure 3 shows the comparison of individual accuracies in male 

and female speakers for each emotion. 

 
Table 1. Confusion matrix for overall accuracy of emotion 

recognition. 

Figure 3. Emotion recognition accuracy comparison. 

 

Conclusions 
 

The algorithm presented here successfully recognized 

emotions in the male speaker. Out of four frequency for-

mants, the first two were distinctive for each emotion, 

which resulted in better accuracy of emotion recognition. 

However, for sad and neutral emotions in male speakers, the 

accuracy dropped slightly, due to their similarity in frequen-

cy formants. Qualitative voice features should be explored 

for these emotions. For female acoustic data, the selected 

features were insufficient to describe the selected emotions. 

Hence, other features that are dependent on voice quality, 

such as pitch, intensity, and mean signal energy, should be 

evaluated. 
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Abstract 
 

Parks and wildlife management require a discrete system 

that can automatically and continuously monitor animal 

patterns and behaviors in remote environments in an effi-

cient manner that does not disturb the animals. In this 

study, the authors developed a stand-alone monitoring sys-

tem that can inconspicuously monitor and track animals in 

their natural habitat and transmit data/footage to an off-site 

viewing module. The genesis of the Argus Vision name is 

in ancient Greek Mythology. Argus Pantoptes was an all-

seeing giant with 100 eyes, who stood watch for the God-

dess Hera. Upon his death, and as a tribute to her trusted 

watchman, Hera took the eyes of Argus and placed them on 

the tail of her favorite bird, the peacock. The Argus Vision 

logo is the tail of the peacock with the eyes of Argus. Mon-

itoring is accomplished using wireless outdoor cameras set 

up onsite. The cameras are connected via a telemetry net-

work to a central control unit that takes all of the feeds and 

broadcasts them, in real time, to an Android application on 

a personal tablet. The end user is then able to control the 

cameras remotely and monitor their location without being 

onsite, thereby eliminating the need for researchers to do 

the cumbersome job of going out into the habitat to retrieve 

footage and risk disrupting the animals. The Argus Vision 

is a unique system and the project aimed to develop power 

supply, wireless communication, data storage, and control 

capabilities for the system. 

 

Introduction 
 

Biologists currently use camera traps to monitor and 

track wildlife in their habitats (Swann, Hass, & Wolf, 2004; 

Garcia-Sanchez, Garcia-Sanchez, Losilla, Kulakowski, 

Garcia-Haro, Rodriguez, López-Bao, & Palomares, 2010). 

These camera traps work well for collecting images of shy 

animals, but present two primary issues: disturbance and 

inefficiency. This problem can be overcome by use of re-

mote vision technology that allows the user to monitor ani-

mals in their wild habitats wirelessly and without disturbing 

or startling the animals (Paek, Hicks, Coe, Govindan, 

2014). Similar to other recently published systems that use 

still camera footage to monitor bird nesting in the wilder-

ness (Baratchi, Meratnia, Havinga, & Skidmore, 2013; 

Neumann, Martinuzzi, Estes, Pidgeon, Dettki, Ericsson, & 

Radeloff, 2015; Locke, Cline, Wetzel, Pittman, Brewer, & 

Harveson, 2005), the aim of the Argus Vision project was 

to design and implement a live video monitoring system to 

track water fowl patterns and habits in a remote location.  

 

Argus Vision is a system that allows the customer to 

monitor remote locations without having to be onsite. It 

was designed to be used in rough, rugged, remote environ-

ments to monitor animal-landscape interaction, vegetation, 

reproduction cycles, expansion, and safety. Argus Vision 

has a wide range of applications and would be an ideal sys-

tem to use for facility security. The system could also be 

extended to use in habitats where poaching might occur, for 

border patrol, homeland security, and hunting. The func-

tional requirements for Argus Vision are wireless capabil-

ity, long-range access point, Wi-Fi enabled, battery pow-

ered, ability to operate for an extended time, low-battery 

(state-of-charge) notification, solar panels to charge batter-

ies, controllable cameras, pan, tilt, and zoom functionality, 

infrared night vision, ability to interface with Android tab-

let, Android user application, ability to interact with a serv-

er, recording and video storage, GPS locator, and a durable 

and weatherproof enclosure. 

 

Design Overview 
  

Figure 1 shows the conceptual block diagram, which 

depicts the high-level concept of the system. 

Figure 1. Conceptual block diagram. 
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The actual design integrated all of the components de-

picted in Figure 1 into one system. Cameras were set up 

inconspicuously at the various remote locations. Circuits 

were designed to power the cameras and GPS units from a 

solar-charged battery. The batteries and GPS units were 

housed in weatherproof enclosures. A server was located 

onsite and able to store the video and transmit it to an An-

droid tablet. The end user was able to control the multiple 

cameras remotely, including panning and zooming, via the 

Android tablet, essentially offering a real-time view of the 

location without being onsite. Based on the conceptual 

block diagram and research conducted on how the different 

modules and devices needed to connect, the functional 

block diagram in Figure 2 was developed. The heart of the 

Argus Vision system was the MSP430 microcontroller. The 

peripheral modules, Wi-Fi and GPS, were selected based 

on their embedded communication protocol and the corre-

sponding number of communication ports available on the 

microcontroller. Table 1 shows the performance specifica-

tions for Argus Vision. 

 

Hardware Design 
 

The Argus Vision PCB schematic was designed in Eagle 

CAD and consisted of four subsections: power, microcon-

troller, Wi-Fi, and GPS. 

  

1. The power section inputs a 12V battery voltage 

source that then goes directly into the 3.3V regulator 

to supply a steady voltage to the rest of the circuits. 

The power section also contains a voltage divider to 

determine the battery voltage level for display to the 

user. 

2. Circuitry in the microcontroller section includes de-

coupling capacitors and a JTAG connector. 

3. The XBee S6B module is the Wi-Fi module for the 

Argus Vision. It can use RPSMA-connected anten-

nas, which are readily available. The module is con-

nected over UART to the MSP430 microcontroller 

to send the data for transmission to the Wi-Fi mod-

ule. The device is also connected to two DIO ports 

on the MSP430 to turn the module on and off. 

Figure 2. Functional block diagram. 
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4. The GP-635T GPS module is connected to the PCB 

via a 6-pin female JST connector. UART is used to 

communicate with the MSP430 to send the GPS data 

from the module to the microcontroller. The device 

also connects to a DIO port on the MSP430 to power 

the module on and off. 

 

Android Software Design 
 

When the Argus Vision Android app is opened, the home 

or main screen appears. All subsequent screens and func-

tions are inherent to the main activity. From within the 

main screen, the user should first click the “Setup Menu” 

button in order to set up all of the cameras in the system. 

Once the user inputs the number of cameras and clicks the 

“Connect” and “Save” buttons, the system will be automati-

cally set up. Clicking the Save button will direct the user 

back to the home screen for a choice of whether to view the 

live feed or archived footage of any camera in the system. 

Users also have the option of viewing a map of all of the 

cameras in the system and to then either view live or ar-

chived footage of any camera, based on its location. If the 

user chooses the “View Live Feed” button, the Foscam 

Android app will open, and the user will then be able to 

view the live footage as well as control the camera. If the 

user selects the “View Archived Footage” button, the ES 

File Explorer Android app will open, and the user will have 

to log into the server to view the archived footage, orga-

nized by date, of any camera. Figure 3 shows the hierarchy 

chart for the application. 

 

Embedded Code Design 
 

Argus Vision’s embedded software uses a timer to deter-

mine when all other tasks should occur. The battery per-

centage level is transmitted to the tablet every four hours 

and the GPS coordinates every 24 hours. To implement 

this, the timer is used to count by seconds. When the timer 

count reaches 60 seconds, two other counts are incremented 

by one, creating two separate 1-minute counters, one for 

——————————————————————————————————————————————–———— 

NOVEL USE OF REMOTE SENSING, MONITORING, AND TRACKING FOR ANIMALS IN WILD HABITATS                                     59 

Function Specification Details 

Wireless Capability Long range access point >1km wireless communication 

 Wi-Fi enabled 2.4 GHz IEEE Standard 802.11n 

Battery Operates for and extended time period Battery life of ≥24 hours 

 Low battery (state of charge) notification Notification sent when battery is <10V 

 Solar panels to charge batteries Rechargeable to 12V DC via solar panels 

Controllable Cameras Pan, tilt, and zoom functionality 

● 355° pan 

● 90° tilt 

● 3x optical zoom 

 Infrared night vision ≤20 meters 

Interfaces with Android tablet Android user application 

● Real-time video footage from multiple cameras 

● Display GPS location of cameras 

● View battery state of charge 

● Control camera functions 

Interacts with server Records and stores video 

● Server will store video for up to 30 days 

● Server will have at least 1TB of storage available to 

accommodate data storage 

● Allows user application to access stored video 

GPS Locator Wi-Fi enabled 
● Unassisted acquisition 

● Accuracy within 10 meters 

Enclosure Weatherproof ● Withstand rain and heavy water flow 

 Mountable 

● Capable of being mounted to a pole or tree without 

defect to functionality 

● Small size 

Table 1. Performance specifications. 
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GPS timing and the other for battery percentage timing. 

Development began using a development board specified 

for the MSP430. The first task was to successfully read and 

parse GPS data from the GPS module on the development 

board. Once this was complete, the next task was to suc-

cessfully implement the on-board ADC on the development 

board to read the correct voltage value from a voltage di-

vider connected to an external battery. The existing code 

modules were tested on the actual boards, and they were 

successful. The next task was to implement the Wi-Fi mod-

ule. UART was used for the Wi-Fi module communication. 

The next task was to implement the timer in the microcon-

troller and, once that was complete, some minor tweaking 

was necessary to make all of the pieces of code work to-

gether. 

Figure 3. Android app hierarchy chart. 

Testing 
 

To ensure that Argus Vision worked as expected and met 

all functional requirements, the test matrix of Table 2 was 

developed. 

 

1. Wi-Fi Connection: This test verified that the cameras 

could connect to the wireless access point at distanc-

es greater than 300 ft. and receive at a signal of at 

least 70 dBm. With the system being remote, it was 

verified that the connection was working correctly in 

a far-field communication setup. This test also esti-

mated the distance at which the cameras and access 

point could be separated and maintain reliable com-

munications. The results indicated a strong, usable 

wireless connection at 301 ft. 

2. Battery Life: To confirm that the battery could oper-

ate at least 72 hours, the PCB and camera were fully 

powered and allowed to transmit video and GPS data 

until the battery failed. This test was timed to verify 

that the battery capacity was sufficient to handle the 

full operational load. The results indicated that the 

battery lasted over 72 hours without powering off the 

camera. 

3. GPS Coordinates: This test confirmed that the GPS 

coordinates from the microcontroller corresponded 

to the location that the GPS module was within 10m 

when the data were read. This was done by compar-

  
Battery 

Powered 

GPS 

Locator 

Real-time 

view 

Video 

Archiving 

Android 

App 

Camera 

Control 
Enclosure 

Wireless 

Communication 

Wi-Fi Connection at >300ft               X 

Battery Life X               

GPS coordinates   X     X     X 

Real-Time Monitoring     X   X     X 

Camera controllability via android app     X   X X   X 

View Archived data on app       X X     X 

Weatherproof enclosure             X   

Battery status displays in android app X       X     X 

Field test X X X X X X X X 

Table 2. Test matrix. 
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ing the actual camera location to the coordinates 

displayed in the Argus Vision app using Google 

Earth. The test indicated that correct GPS coordi-

nates were broadcast to the tablet and being populat-

ed on the map in the Argus Vision Android applica-

tion. 

4. Real-Time Monitoring: To ensure that the camera 

properly transmitted real-time video, it was set up at 

a location with Person 1. Person 2 then viewed the 

video feed from another location while communi-

cating with Person 1 in order to ensure that the video 

did not have a noticeable delay. Results indicated 

that Person 2 could immediately identify all of the 

movements of Person 1. 

5. Camera Control via Android App: This test ensured 

that the camera could be controlled from the app. If 

the user was able to pan, tilt, and zoom the camera, 

this verified that the app functioned correctly, the 

user had control over the cameras, and wireless com-

munications were working. The test showed that the 

camera settings were controllable from within the 

Argus Vision Android application. 

6. View Archived Data on Android App: This test veri-

fied that the server was set up properly and had the 

ability to store video footage from the cameras for at 

least 30 days, as well as verify the ability to transmit 

the stored data to the Argus Vision Android app via 

Wi-Fi. The test was successful; the user could access 

and view stored video from 30 days prior via the 

Argus Vision Android app. 

7. Weatherproof Enclosure: In this test, the operation of 

the Argus Vision system was verified under various 

weather conditions. The enclosure was designed to 

be weatherproof and to protect the system’s hard-

ware from hazardous outdoor weather conditions. 

Neither the PCB nor battery were damaged by simu-

lated inclement weather. 

8. Battery Status Display in App: Argus Vision needs 

to display battery life in order to prevent the PCB 

and camera from dropping below operating voltage 

levels. If the 12V DC battery drops below 10V DC, a 

notification appears in the Argus Vision Android 

app. This test was successful. 

9. Field Test: As a final test, the Argus Vision system 

was installed on a ranch, which was a real-world 

environment as close as possible to actual operation. 

The PCB, cameras, and tablet were powered on and 

the Android app launched. The functioning of the 

user interface and the data display on the app were 

verified. All parts of the Argus Vision system func-

tioned as specified in the performance requirements. 

 

 

Conclusions 
 

The Argus Vision System is a unique video surveillance 

system that was designed for use in remote locations. It was 

proven to be useful in providing facility security and the 

designers plan to expand it for use as game cameras for 

hunting as well as research purposes. The system addressed 

all of the specified needs and requirements to allow for 

system scaling to almost any use. The small-form factor 

allows the system to be discrete and non-invasive to the 

environment and animals living in the area.   
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